
 
 

Leibniz-Rechenzentrum 
der Bayerischen Akademie der Wissenschaften 

 

 

 

Direktorium: 
 
Prof. Dr. H.-G. Hegering (Vorsitzender) 
Prof. Dr. A. Bode 
Prof. Dr. Chr. Zenger 

Leibniz-Rechenzentrum 
Boltzmannstraße 1 
85748 Garching 
 
UST-ID-Nr.  DE811305931 

 
Telefon: (089) 35831-8784 
Telefax: (089) 35831-9700 
E-Mail: lrzpost@lrz.de 
Internet: http://www.lrz.de 

 

 
 

 

 

 

 

 

 

 

 

 

 

Technical Report 

Overview of Research Projects 
on HLRB I 

 
Matthias Brehm (ed.) 

 

Dezember 2006 LRZ-Bericht 2006-05





Overview of Research Projets on HLRB I  

 

 

i

Content 
Lattice Boltzmann DNS and LES of chanel turbulence with flow modifiers ..........................................1 

Advanced Simulation Techniques for Turbulent Flows Using HPC .......................................................5 

Large eddy  simulatons of complex flows................................................................................................9 

Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES) of turbulent reacting shear 
layers ......................................................................................................................................13 

Direct Numerical Simulations of Flow in Turbomachinery...................................................................15 

Implementation and validation of LES models for partially premixed turbulent flames .......................19 

Simulation of Jet Engine Exhaust Noise ................................................................................................23 

Simulation of Quantum Chromodynamics on the Space-Time Lattice..................................................25 

Can the 4He experiments serve as a database for determining the three-nucleon force? .......................29 

The structure of the local Universe ........................................................................................................31 

3-D seismic wave propagation ...............................................................................................................35 

A theoretical and experimental study of the anharmonic lattice dynamics of fluorite systems .............39 

Quantum  chromodynamics  with  chiral  quarks...................................................................................43 

Metal-Insulator Transitions and Realistic Modelling of Correlated Electron Systems..........................47 

Predicting the structure and properties of mineral surfaces and interfaces ............................................51 

'Overlap' quarks in a 'twisted mass' sea: optimize computer power to understand the fundamental 
forces ......................................................................................................................................55 

Parallel Free-Surface and Multi-Phase Simulations in Complex Geometries using Lattice 
Boltzmann Method.................................................................................................................................57 

Adsorption of DNA base molecules on solid surfaces studied from massive parallel first-principles 
calculations 61 

FDEM Project ......................................................................................................................................65 

Scalable Mesh-based Simulation on Clusters of Symmetric Multiprocessors (Project MethWerk)......69 

Simulation for the Neural Map Formation in the Primary Visual Cortex ..............................................73 

Parallelization of Maximum Likelihood based Methods for the Reconstructon of a Tree of Life 
from Molecular Gene Sequence Alignments (Project ParBaum)...........................................................77 

Electronic Properties of DNA ................................................................................................................81 

Multi-Dimensional Quantum Dynamics of Chemical Reaction Processes ............................................85 

Reactivity of RuO2: Oxidation of carbon monoxide ..............................................................................89 

Density Functional Investigations of Complex Chemical Systems........................................................93 

Theoretical Studies of Structures of Vanadate Complexes in Aqueous Solution ..................................97 

  





Overview of Research Projets on HLRB I  

 

 

1

Lattice Boltzmann DNS and 
LES of channel turbulence with 
flow modifiers  
 

Research Institution:  

Lehrstuhl für Strömungsmechanik,  

Friedrich-Alexander Universität Erlangen-
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Research Area: 

Computational Fluid Dynamics, Turbulence 
Simulation and Modeling 

 

Principal Investigator: 

Dr. Kamen Beronov 

 

Researchers: 

Kamen Beronov, Nagihan Özyilmaz, Anuhar 
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Abstract 

Several industrial applications investigated at the 
Institute of Fluid Mechanics (LSTM) in 
Erlangen have required turbulence modeling for 
LES or RANS simulations that cannot be 
calibrated with canonical flows such as 
developed channel or duct turbulence, nozzle 
flows, grid-generated turbulence, etc. but can be 
related on a basic modeling level to flows 
defined as combinations of such canonical ones: 
grid turbulence or converging (wedge) flow 
inside a plane channel. Of special interest are the 
stability of flow structures and the mixing 
properties near the flow modifier (grid, nozzle, 
diffusor) where turbulent shear and 
inhomogeneity are strongest and standard SGS 
or RANS models are not safe. The influence of 
Reynolds number and geometric parameters like 
blockage ratio (grid) or contraction ratio 
(wedge) have been investigated, also at LSTM-
Erlangen. Empirical rules for the parametric 
dependence and spatial distribution of 
turbulence statistics have resulted. These need to 
be validated and improved. The required 
detailed information has been mostly lacking so 
far. With a lattice Boltzmann solver developed 

at LSTM and optimized for large-scale 
simulations on the HLRB-1, a number of 
detailed large-size simulations were carried out. 
The results confirm that known empirics can be 
used also for "combined" flows and at lower 
Reynolds numbers. They also provide detailed 
insights into the flow structure near "turbulence 
generators". These qualitatively new pieces of 
knowledge may lead to a breakthrough in the 
control and optimization of a variety of existing 
and new designs of hydraulic and microfluidic 
devices such as  high-throughput micromixers or 
injection nozzles.  

Fehler! 

 

 

 

 

 

 

 

 

Fig . 1: streamwise velocity (instantaneous iso-
surfaces) in a plane channel obstructed by a 
square grid  

 

Technical background and motivation 

A major part of fluid mechanics research in the 
last twenty years has focused on small scale 
devices and phenomena and the new science of 
microfluidics has emerged, while turbulence 
research has remained driven by large-scale 
technical applications in chemical, processing, 
automotive and aerospace industry, as well as by 
the very large-scale dynamical processes in cli-
mate and weather modeling. But a number of 
independent new technologies have emerged 
very recently, which are based on inertia-
dominated flows with bulk flow Reynolds num-
bers (the ratio of inertial to viscous effects) of 
100<Re<3000 through conduits and flow-
perturbing solid structures with characteristic 
length scales L in the 10-5—10-3 meter range. 
The present group has been working, for exam-
ple, over the last three years on modeling injec-
tion nozzles (Re : 2000—5000, L:10-5—10-4 m), 
micromixers and valvles pumps (Re:200—800, 
L:10-4 —10-3 m), stirrers with rotating fine mesh 
(Re<5000, L:10-3 —10-2 m). In all cases, the flow 
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was at least chaotic, mostly turbulent although 
below the accepted Reynolds number thresholds 
for the onset of turbulence in the respective kind 
of vessel or conduit. In all of these subcritical 
flows, turbulence is being directly induced by 
flow obstructions though spatially localized flow 
acceleration and generation of cross-flow vortic-
ity. The considered obstructions can be classi-
fied in two kinds : (i) nozzles and expansions,  
and (ii) rectangular grids like those used in clas-
sical wind tunnel [1] and water channel experi-
ments on grid-generated “nearly homogeneous“ 
turbulence.   

Although the literature both on grid-generated 
and on pipe and channel turbulence offers ample 
experimental and numerical simulation data, the 
engineering heuristics based on these data are 
not yet unambiguous concerning the model pa-
rametrization and are mostly based on flows at 
high Reynolds numbers. A direct use of such 
heuristics in the applications of interest, de-
scribed above, is unreliable for several reasons : 
(i) The Re-range of interest is generally below 
that, for which the rules have been proposed. 
Turbulence is generated not through flow insta-
bilities alone but mainly through vorticity injec-
tion by the designed flow obstructions. (ii) The 
most important part of the dynamics (dissipa-
tion, mixing, etc.) occurs near the flow obstruc-
tion, while the heuristics work for the bulk flow 
and not at the site of turbulence generation. (iii) 
There is as good as no literature on proper ways 
to “mix“ predictions for individual “simpe“ 
flows into an estimate for a flow that has the 
features of several “simple“ ones, for example a 
channel with a grid or a nozzle-like element 
inserted in it. 

 

 

 

Fig. 2 : streamwise velocity (snapshot in a 
cross-section normal to the spanwise direction) 
in a channel with nozzle-step obstruction — 
resolved LES at Re<2000.  

Lattice Boltzmann simulations of low-Re tur-
bulence 

Over the last ten years, latiice Boltzmann meth-
ods (LBM) have emerged as a very promissing 
approach for detailed  numerical simulation of 
complex flows, as they offer several beneficial 
feature: optimal efficiency on parallel and vector 
computing platforms, robust treatment of very 
complicated boundaries, simple to implement 
and use, good physical  foundations, assuring 
correct pressure computation in  flow domains 
with multiplex branchings as well as correct and 
simple incorporation of meso- and macroscopic 
physical effects. The present group demon-
strated these advantages  for a number of new 
geometry types, including ones of interest here 
[2]. LBM have just come to use for simulating 
grid-generated turbulence, allowing for the first 
time, to resolve the flow at the grid as well [3]. 

 

Channel with inserted grids 

The first of two types of model geometries stud-
ied under the present project  is a square grid 
placed perpendicularly across a straight channel 
between two parallel walls. When a constant 
body force (e.g. pressure gradient) of suffi-
ciently high amplitude is applied in the direction 
perpendicular to the grid, the flow through the 
grid is turbulent (Fig. 1). Far downstream of the 
grid, classical developed plane channel turbu-
lence sets in. Taking the computational domain 
long enough allows to observe several transi-
tions in flow type, starting at the grid, passing 
over a peak in the intensity of turbulent fluctua-
tions near (about one mesh stride length M) 
downstream of the grid, then through a range of 
self-similar (algebraic) decay of this intensity, 
then through a region of growing length scale of 
the turbulence structures, including a “thicken-
ing” of the turbulent boundary layers in which 
fluctuations and dissipation are much more in-
tensive, and reaching a developed channel flow 
state where the two layers associated with oppo-
site walls merge.  LBM efficacy allows to take 
dozens of channel heights as domain length, 
observe all transitions, and to apply the assump-
tion of spatial periodicity of the flow in the di-
rection of forcing — a customary approach for 
DNS and LES in plane channels.  

Direct numerical simulations (DNS) carried out 
in this geometry under the present project, sup-
port the best hopes that heuristics for different 
flow kinds (grid-generated, boundary-layer and 
developed duct turbulence) can be combined 
essentially without modifications. On one hand, 
the development length along the streamwise 
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(i.e. the forcing) direction, measured between 
the main turbulence origin (inserted grid) and 
the downstream position at which standard de-
veloped channel turbulence flow type sets in. On 
the other hand, in the first two flow ranges men-
tioned earlier, at much closer downstream range 
from the grid, the turbulence statistics are very 
close to those obtained in DNS of grid-generated 
turbulence in the absense of walls. 

 

 

 
Fig. 3 : passive scalar concentration (snapshot 
in a cross-section) distribution in a similar 
channel and for similar Re — two different 
Schmidt numbers, same flow and time. 

 

Channels with inserted nozzles / diffusors 

Similar conclusions were obtained in DNS and 
LES of flows in both straight and deflecting 
channels with one or more (periodic sequence 
of) converging (nozzle-like) sections (Fig. 2): 
Trends known for a singe  nozzle (pressure drop 
to Reynolds number relation) and for acceller-
ated boundary layer flow (laminarization for 
very strong accellerations, in this case corre-
sponding to contraction ratio and mean flow 
shear rate, and generally reflected by a parame-
ter K) were confirmed. But quantitatively, there 
emerged new important aspects, specifically 
related to factors like the presense of channel 
walls: The onset of turbulence is much en-
hanced, as measured both by a low critical Re 
(500-600 as opposed to 2100-2300 for plane 
channel flows) and by an order of magnitude 
lower critical K (free boundary layers laminarize 
at K> 4. 10-6 and remain turbulent for K<2. 10-6 
). It can be expected, but has not been previously 
described by numerical simulations, that the 
flow convergence enhances streamwise vortices 
to an extent that they become self-sustained and 
significantly increase mixing, which is (at 
Re>100) already strongly intensified by span-
wise vorticity (Fig. 3). At the low Re considered 
(<1000), the streamwise vortices fill a noticeable 
part of the channel cross-section and split the 
mean flow into fast-flow “jets” and low-speed 
“streaks” in the spanwise direction (complemen-
tary to the one along the mean flow and the one  

perpendicular to the walls). The present DNS 
and large-eddy simulation (LES) show that (i) 
such structures emerge spontaneously from arbi-
trary small upstream disturbances and (ii) they 
remain in the flow and dominate it in its “narrow 
channel” part. 

 

References 
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ciency of lattice Boltzmann codes as mod-
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Advanced Simulation 
Techniques for Turbulent Flows 
Using HPC 
 

Research Institution:  

Institute of Fluid Mechanics, University of 
Erlangen-Nürnberg 

 

Research Area: 

Computational Fluid Dynamics, Turbulence 
Simulation, Large Eddy Simulation, Multifield 
Problems (FSI, CAA) 

 

Principal Investigator: 

PD Dr.-Ing. Michael Breuer  

 

Researchers: 

PD Dr.-Ing. Michael Breuer 

Dipl.-Ing. Nikola Jovicic                     

 
Abstract 

The objective of this project was to evaluate the 
applicability of modern simulation techniques 
such as large eddy simulation (LES) for 
practically relevant high-Re turbulent flows and 
to investigate the influence of subgrid scale 
modeling and grid resolution on the quality of 
the predicted results.   

 

Turbulence Simulation – A Real Challenge 

Turbulence is one of the most fascinating phe-
nomena found in fluid mechanics. Its impact on 
processes in nature and on technical applications 
is gigantic leading to strong economic conse-
quences. Despite of three main ingredients 
available to tackle the problem, turbulence still 
belongs to the class of unsolved challenges in 
classical physics.  These are: 

the governing equations which were already 
derived about 150 years ago by the French engi-
neer Navier (1785-1836) and the Irish mathema-
tician Stokes (1819-1903), 

the advanced numerical methods which were 
developed during the last decades to solve this 

system of partial differential equations and last 
but not least 

the existence of extremely fast supercomputers 
such as the SGI Altix 4700 with a peak-
performance of about 2.6 * 1013 floating-point-
operations per second recently installed  at  LRZ 
Munich (HLRB II).  

Even under these circumstances it is still out of 
reach to simulate turbulent flows occurring in 
most technical applications. An example should 
demonstrate that. Based on the supercomputers 
available up to now, turbulent flows with Rey-
nolds number of the order Re = O(104) can be 
tackled by the so-called direct numerical simula-
tion (DNS) which means that the Navier-Stokes 
equations are solved numerically without any 
closure assumptions. Using the new HLRB II 
supercomputer, a first step towards Re = O(105) 
might be possible, at least for flows in geometri-
cally simple configurations. However, for engi-
neering applications of practical relevance such 
as the flow around an airliner at cruise flight 
conditions, the characteristic Reynolds number 
is of the order O(108).  Unfortunately, the com-
putational effort for DNS increases not linearly 
with Re but with a power of about 3. Hence to 
predict such a turbulent flow based on DNS, the 
enormous performance of present supercomput-
ers has to grow at least 10 orders of magnitude. 
Consequently, the potentiality of DNS is often 
characterized as the 'flow over a stamp'. Never-
theless, DNS is an invaluable discovery for basic 
turbulence research, i.e. to achieve a deeper in-
sight into the physics of turbulent flows and to 
derive and calibrate statistical turbulence mod-
els. 

Very often engineers are not interested in all 
details of a turbulent flow delivered by DNS. 
Contrarily the effect of turbulence on the techni-
cally more relevant mean flow field or some 
integral parameters are desired. This leads to the 
statistical interpretation of turbulent flows. Sub-
dividing all instantaneous flow quantities into a 
mean value and a fluctuating component, the 
Reynolds-Averaged Navier-Stokes (RANS) 
equations can be derived. Unfortunately, this 
system of equations is no longer closed. A vari-
ety of statistical turbulence models has been 
developed ranging from simple algebraic eddy 
viscosity models up to full Reynolds stress mod-
els. Despite decades of development regarding 
suitable RANS models, no breakthrough was 
achieved for a generally applicable and reliable 
model. 
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An alternative to RANS and DNS is the large-
eddy simulation (LES) often described as the 
'golden mean' between both concepts. The basic 
principle is straightforward. The large energy-
carrying eddies in a turbulent flow are directly 
resolved by the numerical method, whereas the 
small eddies cannot be captured numerically and 
thus need to be modeled. The advantage of LES 
compared with RANS is obvious. In contrast to 
RANS only the small-scale turbulence has to be 
modeled for LES. These subgrid scales are as-
sumed to be more isotropic and homogeneous 
and are therefore much easier to tackle.  The 
large-scale structures, which are evidently de-
pendent on the geometry and boundary condi-
tions of the flow configuration under considera-
tion are described most accurately by the solu-
tion of the governing (filtered) Navier-Stokes 
equations. Consequently, LES in principle over-
comes the strong restriction observed for DNS. 
On the other hand it is a more reasonable simu-
lation concept than RANS, especially if complex 
flow phenomena such as large-scale separation 
and reattachment, transition or vortex shedding 
are observed.  
During the last years an increasing interest in 
LES can be observed. Partly this is attributed to 
disappointing results of RANS predictions. On 
the other hand the steadily increasing computer 
performance nowadays available strongly trig-
gered the development of LES. Bluff-body flows 
are typical examples where RANS modeling 
generally fails and LES is definitely the better 
choice.  

Examples should demonstrate this. The first is 
the sub-critical flow past a circular cylinder. 
Although the geometry is simple, the cylinder 
flow can be considered as the paradigm of com-
plex flows, because it involves remarkably com-
plex flow features such as thin separating shear 
layers, transition and large-scale vortex motion 
in the wake. Fig. 1 shows a snapshot of the tur-
bulent von Karman vortex street past the cylin-
der at Re=3900 visualized by streaklines.  
Weightless particles released on a vertical line in 
front of the cylinder were integrated during the 
flow computation.  Of course, the particles do 
not remain in the one plane. After transition has 
taken place in the free shear layers of the cylin-
der, they are spread out in the entire integration 
domain forming a complex 3-D flow structure in 
the wake. The predicted results were compared 
with experimental measurements. Regarding all 
flow structures investigated and all integral pa-
rameters predicted good agreement was found.  

Much more challenging are the high-Re cases of 
Re = 1.4 * 105  and 106 also investigated. In the 
first case the flow is again sub-critical, i.e. the 
boundary layers at the cylinder are still laminar 
at the separation point and transition takes place 
in the free shear layers followed by vortex shed-
ding in the wake. Contrarily, at Re = 106 the 
super-critical stage is reached, where transition 
to turbulence already takes place in the attached 
boundary layer leading to the well-known drag 
crisis. Both flow regimes are reasonably pre-
dicted by LES including the drag crisis and all 
relevant flow features.  

 

 
Fig . 1: Von Karman vortex street past a circu-
lar cylinder 

 

A second example is the flow past airfoils at 
high angles of attack. This is again a typical case 
where RANS models fail to deliver reasonable 
results. Fig. 2 shows the instantaneous flow field 
around the wing (Re = 20,000  and α=18o) by 
iso-surfaces of the pressure at an arbitrarily cho-
sen time instant.  As expected, the flow at the 
lower side of the wing is attached and laminar. 
At the upper side the boundary layer separates 
shortly after the leading edge induced by a 
strong adverse pressure gradient in this region 
(leading-edge stall).  It forms a large clockwise 
rotating recirculation region on the leeward side 
with a nearly constant pressure.  Behind the 
trailing edge, a strong counterclockwise rotating 
vortex structure is visible.  The development and 
shedding behavior of this trailing-edge vortex 
controls the entire flow field. It develops almost 
periodically in the vicinity of the trailing edge. 
During its initial phase, the vortex is attached to 
the trailing edge while vorticity is accumulated 
in it being fed by the corresponding shear layer. 
The vortex size is continuously increasing.  Af-
ter it has reached a certain diameter, the vortex 
is shed and convected downstream, while diffu-
sion of vorticity takes place.  Then a new shed-
ding cycle begins.   
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The life cycle of the strong vortical structure 
also determines the structure and the size of the 
large recirculation region on the leeward side 
which originates from the separation at the lead-
ing edge. The separated flow forms a free shear 
layer, where a Kelvin-Helmholtz instability is 
observed and transition to turbulence takes 
place.  No regular shedding motion of vortices 
generated at the leading edge is visible yielding 
a highly asymmetric wake as mentioned above. 
At a higher Re number (Re=105), a totally dif-
ferent flow structure was found.  The flow sepa-
rates shortly behind the nose but reattaches af-
terwards forming a closed laminar separation 
bubble which is extremely thin. In a zoomed 
animated sequence of the nose region one can 
observe that the size and the location of the bub-
ble is slightly varying in time.  Downstream of 
the bubble a turbulent  boundary layer is visible 
at the leeward side of the airfoil.  Owing to tran-
sition to turbulence, the boundary layer remains 
attached up to about 70% of the chord length.  In 
the vicinity of the trailing edge a closed recircu-
lation region is observed which is much smaller 
than for the low-Re case.  Furthermore, no 
dominating trailing-edge vortex is present at  
Re=105 . In conclusion, the high-Re case shows 
a typical trailing-edge stall with a laminar sepa-
ration bubble, transition, and reattachment of the 
turbulent flow and hence completely deviates 
from the low-Re counterpart.  These examples 
clearly demonstrate the power of LES placing all 
important flow characteristics in an unsteady 3-
D and detailed manner at the disposal of the 
user. 
 

 
Fig. 2: Flow past an unswept wing at a high 
angle of attack at Re = 20,000 and α=18o; iso-
surface of the pressure. 

 

These applications can only give some hints on 
what is possible by advanced turbulence simula-
tion strategies now and in the foreseeable future. 
The potential is even larger. Nowadays a ten-
dency towards multi-physics approaches is ob-

served where the flow prediction by LES is only 
a part of the entire simulation. Three examples 
currently under investigation at LSTM Erlangen 
are multiphase flows, fluid-structure interaction 
and computational aeroacoustics. In conclusion, 
a fascinating area of research will remain excit-
ing for years to come. 
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Large eddy  simulations of 
complex flows 
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Research Area: 

Computational  Fluid Dynamics     
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Univ.-Prof. Dr-Ing.  R. Friedrich   

 

Researchers: 

Dipl.-Ing S. Eisenbach 

M.E. Somnath Ghosh 

 

 

Large eddy simulations of flow around a wing 
of infinite span at Re= 100000 and high angle 
of attack 

Flow configurations with large scale separation 
of the flow are still challenging for large eddy 
simulations. Nevertheless, LES promises to pro-
vide a deeper insight into such flow phenomena 
than statistical approaches of solving the govern-
ing equations while remaining computationally 
affordable at high Reynolds numbers. With this 
objective in mind, we simulate the flow around a 
wing of infinite span at high angle of attack. The 
wing has a NACA 4415 profile and is positioned 
between an upper and lower flat plate in order to 
keep the computational domain as small as pos-
sible. The same configuration has been investi-
gated experimentally at DLR Goettingen and 
hence the data are available for comparison with 
the simulation results. The computations are 
done in cartesian coordinates using an immersed 
boundary technique built into  the MGLET code. 
The present LES results are second-order accu-
rate. The Lagrangian formulation of the dynamic 
Smagorinsky model [1] is used for the subgrid 
scale terms. The computation typically uses 
51.84 million grid points  which leads to 5.9 gb 
of physical memory. The overall performance on 
the SR8000-F1 is about 220 Mflops per node. 

The important flow features are shown in Fig. 1 
where mean streamlines and the magnitude of 
the mean velocity have been plotted. It can be 
seen that at the present Reynolds number the 
flow is characterized by a small laminar separa-
tion bubble near the leading edge of the airfoil 
and a larger turbulent zone at the trailing edge. 
The laminar separation extends from x= 0.04c to 
x=0.18c, c being the chord length. Its maximum 
height is 0.007c. The transition of the laminar 
boundary layer to turbulence appears in the 
shear layer above the separation bubble. The 
turbulent transport of momentum into the 
boundary layer finally leads to its reattachment 
inspite of the adverse pressure gradient on the 
suction side. In Fig 2 it can be 

seen that  the maximum production of turbulent 
kinetic energy occurs just after the laminar sepa-
ration bubble. 

Fig. 1: Streamlines and absolute value of mean 

velocity 

Fig. 2:  Turbulent kinetic energy distribution on 
the suction side of the profile 

 

Large eddy simulations of supersonic turbu-
lent flow in axisymmetric nozzles 

Compressible wall-bounded flows have been 
studied using DNS and LES in recent years with 
the aim to understand the effects of compressi-
bility on the turbulent structure, or more clearly, 
on the anisotropy of the Reynolds stress tensor. 
It has been shown by previous studies of super-
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sonic channel flow that the major compressibil-
ity effect in such flows manifests itself as an 
increase in Reynolds stress anisotropy with in-
creasing Mach number. The reason for this is the 
decrease in the pressure-strain correlation terms 
in the transport equations of the Reynolds stress 
tensor which act as  redistributing terms transfer-
ing energy from the streamwise to the spanwise 
and wall-normal components. The aim of this 
study is to investigate these effects in presence 
of favourable pressure gradients and dilatation. 
With this aim we undertake LES of fully devel-
oped, supersonic pipe flow subjected to expan-
sion in a nozzle.The shape of the nozzle is cho-
sen so as to have a region of nearly uniform 
pressure gradient and to avoid strong streamline 
curvatures.  Streamtube equations have been 
used to get an area distribution for a given pres-
sure distribution. 

The LES technique used is an adaptation of  the 
approximate deconvolution method [2] which 
involves single step explicit filtering of the flow 
variables. This technique has been shown to 
provide excellent predictions of the terms in-
volving the large scales in the Reynolds stress 
transport equations when compared to DNS 
results. This has been validated by Ghosh et al. 
[3] who carried out DNS and LES of supersonic 
turbulent pipe flows using the same numerical 
schemes and the same LES technique as used 
here. 

The inflow condition for the nozzle is obtained 
by carrying out a separate LES of  a pipe flow at  
Mach number, M=1.5 and specifying inflow 
conditions for the nozzle simulation  at each 
timestep using characteristic boundary condi-
tions [4]. The nozzle wall is kept at a constant 
temperature. Here we present the first results 
from this computation. Fig 3 shows the good 
agreement of the centerline Mach number and 
centerline pressure with values calculated ana-
lytically using streamtube equations. This shows 
that the expanding flow remains essentially isen-
tropic away from the walls. 

The major effect of the expansion in the nozzle 
is the decrease of turbulence intensities along the 
nozzle.  This is clearly shown in Fig 4 where the 
streamwise Reynolds stresses are plotted  

against the radius at different axial locations. 

These effects need proper explanation and hence 
detailed DNS studies are planned in the future  
to validate our LES results. 

                                               x/L 

Fig. 3: Centerline Mach number (upper curves) 
and centerline pressure (lower curves) normal-
ized with the values at the inlet  x/L= 0  along 
the nozzle.  Solid lines represent results from 
streamtube equations, dashed lines from the 
computations 1- r/R 

 

Fig. 4: Streamwise Reynolds stress normalized 
with the local wall shear stress at different axial 
locations. x/L increases from  top to  bottom of 
the figure. 
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Abstract 

Hydrogen combustion presently plays an impor-
tant role in transportation and power applica-
tions like rocket engines and that will remain so 
in the near future. In order to gain full under-
standing in all processes involved, it is important 
to investigate simple configurations, like  turbu-
lent temporally developing and reacting shear 
layers, that serve as generic test cases for any 
non-premixed combustion device working with 
hydrogen. In a first step, we have chosen a sim-
ple combustion model with just one global, infi-
nitely fast chemical reaction, which enabled us 
to perform a high-resolution DNS.  

 

Simulations 

We simulate two gas streams with opposite flow 
directions, between which a turbulent shear layer 
develops and grows over time. 

Figure 1 shows the density distribution in a ver-
tical plane of the three-dimensional domain: The 
upper stream, the velocity of which is directed to 
the right, is air, while the lower stream is a mix-
ture of hydrogen and nitrogen. The Mach num-
ber in this test case is low to reflectthe situation 
in combustion chambers.  

Fig. 1: Instantaneous density field in [kg/m3] of 
the DNS with infinitely fast chemistry, vertical 
cut through the domain  

The use of an infinitely fast chemical reaction 
permits relating the chemical species to just one 
scalar, the so-called mixture fraction. Therefore, 
only the field of this non-reactive quantity has to 
be computed instead of the distribution of all 
chemical species, and a DNS with a high num-
ber of grid points, e.g. 64 million for the compu-
tation in Figure  1can be performed. As a DNS 
resolves all spatial and temporal scales down to 
the smallest ones, the results of such a computa-
tion are of great value for many detailed statisti-
cal investigations and the development of im-
proved subgrid-scale models for LES. Some 
investigations concerning DNS and LES of inert 
shear layers can be found in [1,2]. 

Since the direct numerical simulation already 
took as much as 82.000 CPUh on 192 processors 
of the Hitachi SR8000, it is too expensive to 
refine the combustion model as this would fur-
ther increase the computational costs. When, on 
the other hand, the smallest scales are not re-
solved but modeled, as it is done in an LES, 
coarser grids and larger time steps can be used 
reducing the computational requirements drasti-
cally. Then not only infinitely fast chemical 
reactions [3] but also  more complicated com-
bustion models can be applied, like finite rate 
chemistry, which has been implemented in our 
LES code. We considered 9 species and 19 
chemical reactions. Yet even with an LES grid 
that has about two orders of magnitude fewer 
grid points than the DNS, it is not feasible with 
the present computational resources to integrate 
the transport equations of all these species in 3D. 
Therefore we used a flamelet approach, which is 
based on the assumption that the thin turbulent 
flame consists of many laminar flames, the so-
called flamelets. These flamelets are computed 
in one-dimensional space which makes it possi-
ble to apply the detailed reaction scheme.  

The computation of the flamelets is done before 
the actual LES and the resultsare stored in a 
database. During the LES, the flamelet data, like 
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the species mass fractions, are recovered from 
this database. 

One of our main objectives concerning the 
evaluation of the flamelet LES is to investigate 
the influence of detailed diffusion, namely the 
Soret and Dufour effects, which represent the 
molecular transport of species due to tempera-
ture gradients and the transport of heat due to 
species gradients, respectively [4,5]. Due to 
computational restrictions they have mostly been 
neglected in combustion simulations, however 
they are of particular importance for hydrogen 
chemistry. The one-dimensional nature of the 
flamelets permitted us to compute the flamelet 
database twice, one time with these thermodiffu-
sive effects and one time without them. Then, 
we used these databases in two different LES 
simulations. Figure 2 shows an instantaneous 
field of the H2O mass fraction for the computa-
tion with detailed diffusion. It is clearly visible 
that this simulation has a lower resolution than 
the DNS in figure 1. The blue spots within the 
turbulent shear layer are places where the flame 
is extinguished due to heat release, respectively 
its modeled equivalent, namely, high scalar dis-
sipation rate (Figure 3) and no H2O is produced. 
One of the most striking differences that we 
found between detailed and simplified diffusion 
was the value of this extinction limit. For simpli-
fied diffusion the scalar dissipation rate at which 
extinction occurs is more than double the value 
obtained with detailed diffusion. This not only 
has local influence, but affects mean profiles as 
well. 

Because the interpolation of the flamelet quanti-
ties has to be done at each time step and at all 
grid points, we have, up to now, only been able 
to perform flamelet LES. Flamelet DNS is one 
type of computation that we are planning to per-
form on the next generation system at LRZ 
(HLRB-II). It will help us to further validate our 
LES results and to gain more insight into de-
tailed diffusion effects. 

 
Fig. 2: Instantaneous H2O mass fraction field of 
the flamelet LES with infinitely fast chemistry, 
vertical cut through the domain 

 
Fig. 3: Instantaneous scalar gradient field in [s-
1] of the flamelet LES with infinitely fast chemis-
try, vertical cut through the domain, values 
above the extinction limit  (400 s-1 - 11000 s-1) 
are shown in red and are partially beyond the 
scale 
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Abstract 

A Low-Pressure Turbine (LPT) is employed, for 
instance, in jet engines where it supplies power 
to the fan and sometimes also to the first com-
pressor stages. An LPT contains one or more 
stages, each consisting of one rotor-stator pair. 
The wakes generated by the rotor blades im-
pinge on the stator blades causing a periodic 
unsteadiness. Both the low Reynolds number 
and the periodic unsteadiness directly influence 
blade-boundary layer transition, the tendency to 
separation, heat transfer and losses.  

An overview is provided of various Direct Nu-
merical Simulations (DNS) of transitional flows 
in turbine-related geometries. Two flow cases 
are considered: Case 1 concerns separating flow 
over a flat plate with oncoming turbulent free-
stream fluctuations (see Fig. 1a), Case 2a con-
cerns separating flow in a T106 turbine cascade 
with incoming wakes and Case 2b concerns flow 
around and heat transfer from a MTU turbine 
blade (see Fig. 1b) with incoming wakes and 
background fluctuations.  

 

Computational Details 

In Case 1, the computational domain, shown in 
Figure 1a, was chosen in accordance with ex-
periments performed at the TU-Berlin. The Rey-
nolds number, Re=60000, was based on the 
mean inflow velocity U0 and the length-scale L. 
The free-stream turbulence – which is super-
posed on a uniform inflow - originates from a 
snapshot of a separate simulation of isotropic 
turbulence in a box. The size of the spanwise 
direction – where periodic boundary conditions 
are employed - is lz=0.08L. The rest of the 
boundary conditions can be identified in Fig. 1a.  

 

 

Fig . 1 : Cross-sections at midspan of the com-
putational domain of (a): the flat plate boundary 
layer separation and (b) flow in a turbine cas-
cade, where the computational domain corre-
sponds to the region bounded by the black lines  

 

The shape of the upper wall creates a favourable 
streamwise pressure gradient for x/L < 0.3 and 

(b)

(a)
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an adverse pressure gradient for x/L > 0.3. This 
adverse pressure gradient is strong enough to 
cause the flow to separate. More details on the 
computational set up can be found in Wissink 
and Rodi [1-3]. 

Fig. 1b shows a typical example of a computa-
tional domain used to calculate flow in a turbine 
cascade with periodically incoming wakes 
(Cases 2a and 2b). Along the surface of the 
blade a no-slip boundary condition is used.  

In the spanwise direction and in the blade-
normal direction both upstream and downstream 
of the blade a periodic boundary condition is 
employed. At the outflow plane, a convective 
outflow boundary condition is used and at the 
inflow plane artificial wakes were introduced, 
superposed on a uniform flow-field. The wake 
data were kindly made available by Xiauhua Wu 
and Paul Durbin of Stanford University. The 
respective Reynolds numbers for the two sets of 
simulations – listed in the abstract – were based 
on the mean inflow velocity U and the axial 
chord length L.  

In Case 2a, simulation of flow in a T106 cascade 
was performed in accordance with experiments 
performed at the University of the Armed Forces 
in Munich while the simulation of flow and heat 
transfer in a MTU cascade (Case 2b) was per-
formed in accordance with experiments per-
formed by Liu and Rodi [4,5]. In the latter simu-
lation not only wakes but also free-stream fluc-
tuations were added at the inflow plane where 
the incoming flow had a temperature of T=0.7T0 
and the blade was assumed to have a constant 
temperature T=T0 

More details about the computational set-up can 
be found in Wissink [6] and Wissink et al. [7] 
(T106 cascade) and Wissink and Rodi [8] (MTU 
cascade). 

The calculations were performed on the Hitachi 
SR8000-F1 at Leibniz Rechenzentrum (LRZ) in 
München using up to 256 processors and 93.4 
million grid points. To complete the simulations 
up to 240,000 time steps were required which 
took a total of 2000 clock hours of continuous 
running.  

 

Brief overview of results 

In Case 1, where Re=60000, boundary layer 
separation is induced by a contoured upper wall 
(see Fig. 1). Without free-stream disturbances, 
small-scale numerical noise is relied upon to 

trigger a Kelvin-Helmholz (KH) which is char-
acterised by a roll-up of the separated boundary 
layer forming KH-rolls. As a result, a very large 
separation bubble is obtained. The KH-rolls are 
subject to a spanwise instability and rapidly 
become fully turbulent. Compared to the case 
without free-stream turbulence, with free-stream 
fluctuations this KH instability is triggered much 
earlier and transition is enhanced, which leads to 
a drastic reduction in size of the separation bub-
ble (see Figure 2). In all cases, turbulence is 
observed to be produced inside the rolled up 
shear layer. A more detailed presentation of the 
results can be found in [1-3].   

 

 

 
 

Fig. 2: Iso-surfaces of the spanwise vorticity. 
(a): no free-stream fluctuations, (b): with free-
stream fluctuations (Tu=7% at the inflow plane) 

 

 

Case 2a concerns flow in the T106 turbine cas-
cade with periodically oncoming wakes at 
Re=51800. In this simulation, the boundary 
layer along the downstream half of the suction 
side is found to separate intermittently and sub-
sequently rolls up due to a KH instability. This 
KH instability was found to be triggered by the 
large-scale fluctuation associated with the 
movement of the wake. Further transition to 

(a)

(b)
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turbulence is subsequently triggered by the small 
scale fluctuations present inside the wakes.  

These fluctuations are also responsible for seed-
ing the production of turbulent kinetic energy at 
the apex of the deformed wake as it travels 
through the passage between blades.  At times 
when the wakes impinge separation is intermit-
tently suppressed. See also [6,7] for a more de-
tailed presentation of the results of Case 2a. 

Case 2b concerns flow and heat transfer in a 
MTU cascade with oncoming wakes and back-
ground turbulence at Re=72000. Here, evidence 
of by-pass transition in the suction side bound-
ary layer flow is observed: The free-stream fluc-
tuations trigger low-speed and high-speed 
streaks in the otherwise laminar boundary layer. 
These streaks eventually become unstable and 
form turbulent spots which amalgamate down-
stream to form a fully turbulent boundary layer. 
The pressure-side boundary layer remains lami-
nar in spite of significant fluctuations present. In 
agreement with the experiments, the impinging 
wakes cause the heat transfer coefficient to in-
crease significantly in the transitional suction-
side region close to the trailing edge and by 
about 30% on the pressure side. The large in-
crease in heat transfer in the pre-transitional 
suction-side region observed in the experiments 
could not be reproduced. The discrepancy is 
explained by differences in spectral contents of 
the turbulence in the oncoming wakes.  The 
contours of the phase-averaged fluctuating ki-
netic energy, shown in Figure 1b, supply a clear 
view of the path of the wakes as they travel 
through the computational domain. At the apex 
of the deformed wake, production of kinetic 
energy takes place. More results of Case 2b are 
presented in [1,8]. 
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Introduction 

The goal of this project is the implementation 
and the validation of Large eddy simulation 
(LES) models for the inhomogeneously pre-
mixed turbulent combustion. LES models aim at 
resolving the largest structures of the flow pat-
tern due to the turbulence, and modelling the 
smallest structures. By inhomogeneously, one 
describes a mixture which can not be perfectly 
premixed because of technical considerations. 
To exploit the full potential and the precision of 
the LES modelling, these models are imple-
mented in a high order scheme solver. As this 
solver can also compute Direct numerical simu-
lation (DNS) calculations –computations of all 
turbulent scales-, the LES models will be vali-
dated versus both experimental results and DNS 
simulations. Considering the calculation time 
induced by the DNS simulations, the implemen-
tation of the combustion models for the DNS 
computations was started first, and preliminary 
results are presented here. If DNS simulations 
are used for the validation, no further develop-
ments in this direction (such as detailed reaction 
mechanisms) are planned because of the prohibi-
tive calculation times. 

Solver NSF 

Cold solver 

The solver called NSF has been developed by 
the chair for Fluids Mechanics directed by Prof. 
Friedrich at the Technical University of Munich. 
The combustion models are conjointly devel-
oped by the chairs for Fluids Mechanics and 
Thermodynamics in an active partnership of the 
project FORTVER. NSF was designed to solve 
turbulent compressible subsonic or hypersonic 
flows. The flow is described by computing 
transport equations and dividing the geometry in 
small volumes called cells. Five transport equa-
tions are solved: the pressure p, the components 
for the velocity u, v and w and the entropy s. 
These equations are written in a wave formula-
tion, which is a particularity of this solver. It 
consists in formulating the Navier-Stokes equa-
tions, so that the relation between velocity and 
pressure fluctuations explicitly appears. This 
formulation is perfectly adapted to treat the hy-
personic flows, and brings considerable advan-
tages for the study of acoustics (e.g., Sesterhenn 
[1] for more details). The choice of the entropy 
for the energy equation is justified by its 
straightforward adaptation to the wave formula-
tion. Nevertheless this equation makes the im-
plementation of combustion models harder.  

 

Combustion modelling-reactive species 

The most precise way of computing the chemi-
cal reaction is to consider chemical mechanisms 
with reaction intermediate species and radicals. 
This implies the computations of numerous 
transport equations (more than 100), which costs 
too much CPU-time. For the DNS calculations, 
multi-species simulations with global step che-
mical reaction mechanisms are computed. This 
choice enables a better precision by taking into 
account the different properties of the gases 
(enthalpy, calorific coefficients). It is also not 
too prohibitive in terms of calculation time since 
less than 7 species are used. Models with one or 
two steps are implemented; the reaction rates are 
evaluated with the Arrhenius formulation. In the 
case of the two-step mechanism, the reaction 
coefficients are calculated with the help of ge-
netic algorithms (e.g., Polifke and al. [2] for the 
global mechanism). In the case of interest, the 
combustion of the methane at atmospheric pres-
sure and temperature at a lean regime (φ=0.6) is 
modelled with two reactions. 
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Validation case 

Geometry 

The solver NFS can calculate simple geometries 
with structured and Cartesian grids. Considering 
the fact that DNS simulations were planned, the 
focus was set on burners with relative small 
turbulent Reynolds numbers. The first validation 
case retained is a turbulent premixed V-flame 
burner, which was experimented by Dinkelacker 
et al. (e.g., Dinkelacker [5]) at the LTT in Erlan-
gen. This burner is composed of an inlet formed 
by a cylinder which includes a turbulence grid. 
The flame is an open flame anchored with a hot 
wire just after the exit of the cylinder (see Fig. 
1). This burner is characterized with a turbulent 
Reynolds number of Ret = 80 and a Mach num-
ber of Ma = 0.006 for the standard mass flow 
rate (inlet velocity u0 = 2 m/s). The angle of the 
flame β was measured as a function of the mass 
flow rate and of the stoichiometric ratio. 

 

3D-domain planned for the complete simulation 

For the LES and DNS calculations at the same 
time very fast computers and a relative small 
domain are needed to limit the calculation time 
to a reasonable range. Also to be taken into con-
sideration, the time step has to be smaller than 
10-6 s for physical reasons (timescales of the 
fastest phenomena), and will be still smaller due 
to numerical criteria. As the central domain of 
the flame is mainly of interest, one can use a 
Cartesian grid instead of a cylindrical one. This 
choice makes the use of a value l2 smaller than 
l1 (see Fig. 2) possible, with an objective of 
reducing the number of cells. Considering the 
diameter d = 40 mm of the duct, a domain length 
of l1 = 70 mm should offer a good compromise 
between the number of cells and a realistic size 
of the domain. The height of the domain L could 
be evaluated by knowing the maximal experi-
mental flame angle β < 30. The height is chosen 
so that the flame exits through the top boundary, 
and not by the sides or the corners: 

mmL 70
tan

2/10 ≈+=
β
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The width l2 = 15 mm is calculated, so that three 
turbulent eddies could be simulated. The integral 
turbulent length scale was measured to be: lt = 5 
mm. Now the number of cells in the domain 
could be evaluated. The Kolmogorov length 
scale η could be known from the experimental 
turbulent Reynolds number Ret = 80: 

ml tt
44/3 102Re −− ×≈=η  

For the DNS grid it is necessary to use regular 
and almost cubic cells, where the side length is 
at most equal to the Kolmogorov length scale η. 
The number of cells can therefore be calculated 
as the ratio between the volume of the domain 
and the volume of a cell: 
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It is now interesting to evaluate the “final” time 
to reach to get a relevant simulation. This final 
time could be mainly evaluated with the convec-
tive and flame time scales. The following ideas 
(e.g., Veynante [6]) are used: it is necessary to 
reach a final time which is both ten times bigger 
than the convective time scale, and about forty 
times bigger than the flame time scale to get a 
correct solution. The convective time scale 
through this domain is: 
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And the flame time scale is:  
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As a consequence, a final time of 0.3 s have to 
be reached. 

Fig. 1: Squeeze of the V-Flame burner 
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Fig. 2: 3D-domain for the complete DNS simu-
lation 

 

Conclusion 

Unfortunately this project has been suspended. 
The calculation times were too large (even with 
the Hitachi SR8000) to produce relevant results 
in the specified project period. 

 

Links 

http://www.lrz-muenchen.de/services/compute/ 

 

Project Partners: 

TU Erlangen, TU Muenchen,TU Bayreuth, TU 
Erlangen 
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Jet noise remains an important source of aircraft 
noise, especially at take-off. The reduction of jet 
noise due to the application of errated exit 
nozzles in aero-engines is one of the subjects 
under nvestigation within the German research 
project FREQUENZ. The project is part of the 
"Luftfahrtforschungsprogramm 2003-2007" 
promoted by the Bundesministerium für 
Wirtschaft und Arbeit (BMWA). It is expected 
that the generation of axial vorticity by 
serrations attached to the trailing edge of the 
bypass nozzle, will influence the shear layer and 
flatten the radiated noise spectrum giving rise to 
a lower overall acoustic emission. In the present 
investigation, the modified and standard 
geometries will be compared with respect to 
noise generation. To obtain real simulation 
conditions, the nozzle is included in the 
computational domain. The numerical results 
will be validated using experimental data. The 
analysis is based on a 3D simulation of the 
mixing jet flow field under real flight conditions 
with the compressible ELAN3D CFD-solver of 
ISTA. The Detached Eddy Simulation (DES) 
approach in a slightly modified form was chosen 
to ensure numerical efficiency. The DES 
performs as a LES in highly resolved regions of 
separated flow and runs in RANS mode in 

attached boundary layers using a single 
turbulence model implementation. Due to the 
turbulence-resolving capabilities of the LES-
mode, this method allows the direct capturing of 
the sound sources. To extrapolate the sound 
propagation into the far field, the acoustic 
analogy of Ffowcs Williams and Hawkings is 
applied. The FWH input data is collected during 
the simulation at different surfaces enclosing the 
jet and postprocessed afterwards.  

 

 
Preliminary Results 

In Fig. 3 the Mach number contours obtained by 
RANS are shown. In the aeroengine housing, the 
fast and cold outer bypass flow can be clearly 
distinguished from the slower and hot inner 
stream coming from the combustion process. An 
overview of the developed flow field, depicted 
by means of iso-surfaces of the λ2-criterion is 
given in Figure 2. It can be observed, that the 
flow field downstream of the nozzle exit is 
dominated by large ring vortices, which develop 
quite  

harmonically and are convected downstream. 
They remain rather undisturbed up to 2 nozzle 
diameters downstream and brake down hereafter 
into smaller structures.  In Figure 4 the sound 
pressure levels in the jet region are depicted. 
Pressure fluctuations of up to 1000 Pa  can be 
observed.  

Figure 5 illustrates the mixing of the jet streams 
by means of stream traces. They start smoothly 
at the engine inlet and become increasingly cha-
otic when they reach the end of the potential 
core. The colour of the traces corresponds to the 
local velocity magnitude. The contours in the 
background depict the turbulent kinetic energy 
of the flow.  This is the energy contained in the 
fluctuations of the flow. It nearly zero in the 
outer region and reaches the maximum in the 
shear layers. 
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Fig. 5: Streamtraces coloured with velocity 
magnitude ploted over a contour plane showing 
the tur-bulent kinetic energy of the flow.  

 

 
Fig. 2 Snapshot of vortex structure in the mixing jet 

 

 
Fig. 3: Mach number contours in the coaxial jet 

 

 
Fig. 4: Sound pressure level contours in the jet region 
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Abstract 

Quantum Chromodynamics formulated on the 
space-time lattice provides a framework for 
investigation of non-perturbative phenomena, 
such as hadron structure and quark confinement, 
which are intractable by means of analytic field 
theories.   

 

The Simulation 

Qnantum Chromodynamics (QCD) is the fun-
damental theory of the strong interactions. It 
binds quarks and gluons, the fundamental build-
ing blocks of matter, to nucleons and mesons, 

and these to nuclei. The forces are so strong that 
quarks do not exist in isolation.  This phenome-
non is called `quark confinement'. The forces are 
equivalent to a weight of approximately ten tons.  

Figure 1 shows a sketch of the proton. The pro-
ton can be visualized by three valence quarks 
(balls) bound together by the exchange of gluons 
(springs). The gluons strongly interact with each 
other, which gives rise to the confining force. In 
addition, gluons may transform into short-lived 
quark-antiquark pairs, the so-called sea quarks.  

A quantitative solution of the theory requires 
non-perturbative techniques. Lattice field theory 
provides the framework for such a calculation. 
In this approach the theory is formulated on a 
discrete space-time lattice, which then may be 
solved from first principles and with no model 
assumptions by numerical simulations using 
well-known techniques adapted from statistical 
mechanics. Later on one may remove the lattice 
by letting the lattice spacing go to zero and the 
box size to infinity. The precision of the calcula-
tion is limited only by the available computing 
resources.  

Probably the biggest challenge in theoretical 
particle physics is to understand the internal 
structure of hadrons in terms of it constituents, 
quarks and gluons, and in particular how quarks 
and gluons provide the binding (mass) and spin 
of the nucleon. Continuing advances in comput-
ing power and in algorithmic developments have 
now brought us to the point where ab initio cal-
culations of nucleon structure are becoming 
possible. 

Previous calculations of this kind were restricted 
to the quenched approximation, where effects of 
dynamical quark-antiquark pairs, such as the 
pion cloud in nucleons and mesons, have been 
neglected. The reason was that the inclusion of 
these contributions is computationally very ex-
pensive. Dynamical quarks may have a signifi-
cant effect on the results. For a quantitative solu-
tion of the theory it is therefore necessary to 
eliminate this approximation.  In this simulation 
we take the up and down quark-antiquark pairs 
into account, while the heavier strange quark has 
been neglected. The calculation is done for sev-
eral lattice spacings and quark masses, so that 
the results can be extrapolated to the chiral and 
continuum limits.  
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Fig . 1 :  Sketch of a proton: 

 

Nucleon Structure 

A fast moving nucleon of energy E can be 
viewed as an ensemble of quasi-free quarks and 
gluons contracted to a disc due to Lorentz con-
traction. This is sketched in Figure 2. The quarks 
are located at a distance r from the center and 
contribute a fraction xE to the total energy of the 
nucleon each. Gluons are not shown here. 

One of the principle questions that concerned us 
most in this project is how the energy (mass) and 
spin of the nucleon is distributed among its con-
stituents, as well as over space. In Figure 3 we 
show the probability distribution of finding an 
up quark inside the proton with fractional energy 
x (in units of E) at a distance r from the center. 
The figure covers the region 0 ≤ x ≤ 1 and -1 ≤ r 
≤ +1 Fermi (1 Fermi = 10-15  cm). We see that 
the energetic quarks (having large fractional 
momentum x) are limited to a rather narrow 
region of r ≤ 0.3 Fermi, while the soft (low-
momentum) quarks spread out to distances of r = 
1 Fermi. This is to say that most of the energy of 
the nucleon is concentrated in a core of a frac-
tion of a Fermi. 

One of the principle questions that concerned us 
most in this project is how the energy (mass) and 
spin of the nucleon is distributed among its 
constituents, as well as over space. In Figure 3 
we show the probability distribution of finding 
an up quark inside the proton with fractional 

energy x (in 
units of E) at a 
distance r from 
the center. The 
figure covers the 
region 0 ≤ x ≤ 1 
and -1 ≤ r ≤ +1 
Fermi (1 Fermi 
= 10-15  cm). 
We see that the 
energetic quarks 
(having large 
fractional 
momentum x) 
are limited to a 
rather narrow 
region of r ≤ 0.3 
Fermi, while the 
soft (low-
momentum) 
quarks spread 

out to distances of r = 1 Fermi. This is to say that 
most of the energy of the nucleon is 
concentrated in a core of a fraction of a Fermi. 

So far the calculations have been done at rela-
tively heavy, unphysical quark masses, and the 
strange quark has been neglected completely, 
though its effect on the QCD vacuum is ex-
pected to be limited. The next step is to extend 
the simulations to realistic quark masses, includ-
ing the strange quark. This will spare us uncon-
trolled extrapolations to the physical quark 
masses. 

Similar pictures are obtained for the distribution 
of spin, which completes our view of the struc-
ture of the nucleon 

 

 
Fig . 2 :  Schematic view of a fast moving proton 
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Abstract 

We report on microscopic calculations for the 
4He compound system in the framework of the 
resonating group model employing realistic nu-
cleon-nucleon and three nucleon forces. The 
resulting scattering phase shifts are compared to 
those of a comprehensive R-matrix analysis of 
all data in this system, which are available in 
numerical form. The agreement between calcu-
lation and analysis is in most cases very good. 
We show one example of perfect agreement and 
discuss briefly implications of disagreement. 

 

Introduction 

The 4He - system is the lightest nuclear system 
with several two-fragment channels, the 3H-p, 
the 3He-n, and the 2H-d ones, and (broad) over-
lapping resonances, thus allowing for various 
elastic scatterings and reactions. Due to this, it is 
one of the best studied nuclear systems: more 
than several thousand different observables are 
known so far. Due to this large number of data 
points, an R-matrix analysis allows for a model-
independent description of the system by some 
hundred resonance parameters. 

On the other side allows the 4He - system for 
theoretical studies by various methods. Since the 
nuclear force is not yet known from first princi-
ples, one has to rely on phenomenological ap-
proaches or recently developed effective field 
theories. We use the resonating group model in 
its refined version [1] to aim at a complete un-
derstanding of the many features of 4He. Apply-
ing realistic two- and three- nucleon potentials, 
the Argonne v18 and the Urbana IX, there is no 
freedom left for parameters allowing to fit the 
data. All differences between data and calcula-
tion have to be blamed on inadequacies of the 
potential used. The R-matrix analysis allows for 
a comparison partial-wave by partial-wave be-
tween e.g. calculated scattering phase shifts and 
extracted ones, thus giving hints on the operator 
structure of the potentials needing to be im-
proved. 

 

Model Space and Interaction 

We have performed calculations for the two-
nucleon force alone and the two- and three-
nucleon forces together. In the following we 
discuss only results for the full calculation, more 
details can be found in [2]. The expansion of all 
intrinsic and scattering wave function in the 
interaction region in terms of Gaussians allows 
to calculate each individual matrix element ana-
lytically. For the sheer number, about 1010 in 
4He, we need the computer. Using 70 Gaussians 
for 3H/3He and 8 for the deuteron, we repro-
duced the experimental binding energies and 
thresholds within 20 keV. 

 

Comparison of Phase Shifts 

In fig.: 1 we compare the calculated 0+ phase 
shifts with those from the R-matrix analysis. The 
agreement in size and energy dependence is 
striking.  

Therefore, there is not much room left for 
changes of the potentials used. The 2- phase 
shifts yield the largest differences. Since the 
other P-wave phase shifts, 0- and 1-, show much 
smaller discrepancies, we conclude that the 
negative parity non-central forces need im-
provement. The agreement for the other partial 
waves is between the two cases discussed. Gen-
erally the R-matrix analysis yields a much larger 
J-splitting than the direct calculation. 
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Fig. 1: Elastic 0+ phase shifts for all physical 
two-fragment channels calculated for  the AV18 
potential together with the UIX TNF. The RRGM 
1S0 phase shifts are displayed as full lines (red) 
for the t - p ones, as dashed lines for the 3He - n 
ones (green), and as dotted lines for the d - d 
ones (blue). The corresponding R-matrix results 
are given by + for t - p, by x for 3He - n, and by 
* for d - d. 

 

Comparison with experiment 

In fig.: 2, the differential proton-triton cross 
section is displayed. The full calculation repro-
duces the data as good as the R-matrix analysis, 
thus indicating that all the contributing partial 
waves are well given by the calculation. The 
overall agreement between calculation and data 
is good. There are some problems reproducing 
vector polarization data.Some tensor polariza-
tion observables demonstrate that the analysis 
uses other partial waves than the calculation to 
reproduce the the data. This might be a hint for 
erronous data. 

 

Summary 

In the framework of the resonating group model 
we have performed a rather complete scattering 
calculation in 4He. In general the agreement 
between this direct calculation and a compre-
hensive R-matrix analysis is very good, thus 
indicating that the used potentials are already a 
good description of the nuclear force. It remains 
to be shown if new approaches, e.g. effective 
field theories yield better results. 

 

 

 

 
Fig. 2: Differential elastic proton-triton cross 
section. The R-matrix results are shown as full 
line (red), the results from v18 alone as dashed 
line (green), and those for v18 together with UIX 
as dotted line (blue). 
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Abstract 

We performed a series of high resolution simula-
tions to study the formation and evolution of 
dark matter haloes in the local universe. 

 

The Evolution of the Universe 

Modern cosmology is based on a few key com-
ponents that include the inflation (the origin of 
fluctuations), the expansion after inflation, the 
linear growth of fluctuations, and the nonlinear 
evolution of perturbations. The standard model 
of cosmological structure formation can be char-
acterized by only five parameters that can be 
measured at present with high accuracy: the 
current rate of universal expansion, the mass 
density parameter, the value of the cosmological 
constant, the primordial baryon abundance, and 
the overall normalization of the power spectrum 
of initial density fluctuations, typically charac-
terized by the present-day rms mass fluctuations 
on spheres of radius 8 h-1 Mpc. Measurements of 
the anisotropies of the Cosmic Microwave 
Background provided crucial tests for the theory. 
They indicate that the theory correctly predicts 
the structure and dynamics of the Universe. Dur-
ing the last years it was remarkable how well 
different observations agreed in the measured 

values of those parameters. The standard cosmo-
logical model is compelling not just because it 
fits all the large-scale observations, but also 
because it is a natural outcome in many theories 
of particle physics beyond the standard model. 
However, there is no theoretical understanding 
of the cosmological constant. One can replace it 
by a more general Dark Energy with a still un-
known equation of state. In the simplest models 
one additional parameter characterizes this equa-
tion of state. While successful on large scales, 
the standard cosmological model still faces 
strong challenges on small (galactic) scales. For 
example, it tends to over-predict the central den-
sities of galaxies and the abundance of dwarf 
satellites. 

 

Numerical Simulations 

During the early inflationary phase of the evolu-
tion of the Universe, quantum fluctuations be-
came classical perturbations in the density field 
whose growth can be well described by linear 
perturbation theory. After recombination, bary-
onic density fluctuations are decoupled from the 
radiation field and start to grow in the potential 
wells created by the dark matter. The density 
fluctuations become soon nonlinear, so that the 
further evolution can be studied only numeri-
cally. The first codes to handle the nonlinear 
evolution of density perturbations have been 
developed in the early eighties. In these codes, 
the density field is described by particles, and 
they could follow about 33 thousand particles. 
Present algorithms, like our ART code, can han-
dle billions of particles. Since the dark matter 
represents 85 % of the matter, it is mainly re-
sponsible for the gravitational dynamics. Within 
the HLRB project we have used a version of the 
highly efficient parallel Adaptive Refinement 
Tree (ART) code that takes into account only the 
gravitational interaction of dark matter particles. 
The ART code is an N-body code, which 
reaches high force resolution by refining all 
high-density regions with an automated recur-
sive refinement algorithm. Using Open MP di-
rectives and MPI at present we run regularly 
simulations on 512 processors. 

 

Constrained Simulations 

In our simulation we have reproduced the large-
scale structures of the real local Universe, while 
keeping the initial conditions consistent with the 
power spectrum of a given cosmological model. 
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In particular, we have simulated the nearby 
small-scale structures within the correct large 
environment of the real Universe as revealed by 
various large-scale observational surveys. 

 

 

Fig. 1: Constrained simulation of the local Uni-
verse 

 

This is done by setting the initial conditions of 
the simulations by constrained realizations of 
Gaussian fields, thereby constructing the density 
and velocity fields which agree both with the 
observed large scale structures and with the as-
sumed theoretical model. This approach is called 
constrained simulation (Klypin et al 2003). Our 
simulation matches the observed local universe 
quite well, namely, we reproduced such ob-
served structures like the Virgo cluster, the Lo-
cal Supercluster, the Local Void, and the Local 
Group, in the approximately correct locations 
and embedded within the observed large-scale 
configuration dominated by the Great Attractor 
and Perseus-Pisces (Fig: 1). 

With much higher mass resolution we have stud-
ied a series of voids similar to the local void. 
These voids contain a large number of dark mat-
ter halos, which could host dwarf galaxies. The 
haloes are arranged in a pattern, which looks like 
a miniature Universe: it has the same structural 
elements as the large-scale structure of the ga-
lactic distribution of the Universe. There are 

filaments and voids; larger haloes are at the in-
tersections of filaments. The only difference is 
that all masses are four orders of magnitude 
smaller. The standard model over-predicts the 
number of small objects in voids (Gottlöber et al 
2003). 

 

The Inner and Outer Structure of Dark Mat-
ter Halos 

One of the most interesting problems of galaxy 
formation is the inner structure of dark matter 
halos, which host the galaxies. On the Hitachi 
and other supercomputers we have simulated the 
evolution of dark matter haloes in different envi-
ronments, in particular within an extended fila-
ment (Fig. 2). In a series of papers based on 
these simulations we have studied the structure 
of dark matter halos of different masses (Ascasi-
bar et al 2003, Colin et al 2004, Ascasibar et al 
2004, Hoeft et al 2004, Tasitsiomi et al 2004, 
Wojtak et al 2005, Prada et al 2006) and recently 
also the influence of the environment of the ha-
los on their properties (Avila-Reese et al. 2006) 

 

Dark Energy 

During the last 10 years many observations have 
shown that a substantial amount of the world 
contents is due to a smooth component with 
largely negative pressure dubbed Dark Energy. 
The simplest form of dark energy is a positive 
cosmological constant but also a slowly-
evolving self-interacting scalar field could ac-
celerate the expansion of the universe. We stud-
ied the influence of the different forms of dark 
energy on the large-scale structure with a series 
of simulations based on different equations of 
state of dark energy (Solevi et al 2006). 
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Fig. 2: High-resolution simulation of a filamen-
tary structure with 135 million particles 
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Abstract 

The calculation of theoretical seismograms (i.e., 
the numerical solution of viscoelastic, anisot-
ropic wave propagation and earthquake rupture) 
is at the heart of several important problems in 
Earth Sciences. These include wave propagation 
in reservoirs, strong ground shaking following 
large earthquakes, global wave propagation and 
the structure of the earth’s deep interior, wave 
propagation through fault zones, and the physics 
of earthquake rupture. In the lifetime of this 
project 3-D wave propagation and rupture algo-
rithms were developed and implemented using 
the F90/MPI programming languages. These 
algorithms were applied to a variety of problems 
using substantial computational resources, par-
ticularly for parameter studies for wave and 
rupture phenomena in 3-D. Several of the algo-
rithms are available in the software library of the 
EU project SPICE run by the Munich seismol-
ogy group (www.spice-rtn.org). 

 

Global wave propagation  

Only recently the problem of simulating global 
wave propagation using numerical methods has 
become feasible due to the substantial computa-
tional effort required to appropriately discretize 
a global earth model. As the seismic method is 
the most important diagnostic tool to image the 
deep interior (i.e., seismic tomography), it is 
crucial to correctly predict the effects of 3-D 
structure on the seismic wave field radiated from 
earthquakes large enough to be observable eve-
rywhere (M>5). Several algorithms were devel-
oped that solve numerically the elastic wave 
equation in spherical coordinates, both using the 
axi-symmetric approach (Jahnke et al., 2006, 
Thorne et al., 2006) and spherical sections for 
specific applications in regional seismology 
(Igel et al., 2002b).  A recent example is illus-
trated in Fig. 1. While the long-wavelength 3-D 
structure of the earth’s interior is fairly well 
constrained, there are still open questions as to 
what causes the velocity perturbations at depth 
and down to which spatial scales velocity het-
erogeneities exist. Therefore we investigate the 
effects of small-scale random velocity perturba-
tions in the mantle. 

 
Fig . 1 : Seismic shear wave field through the 
upper mantle for a spherically symmetric earth 
model (left) and a model with random velocity 
perturbations (right) with the resulting scatter-
ing behaviour (Jahnke et al., 2006).   

 

Our simulations show that – in case such pertur-
bations exist – neglecting them may lead to er-
roneous images when applying tomographic 
methods. This study also illustrates the benefits 
using the axisymmetric approach allowing the 
calculations to be carried out in a 2-D computa-
tional domain. Thus much higher wave frequen-
cies can be achieved.  
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Earthquake scenarios, shaking hazard 

As reliable deterministic earthquake prediction 
is not in sight, the simulation of realistic earth-
quake scenarios is one of the most important 
tools to assess the seismic hazard of active re-
gions. The ground motion observed at the sur-
face after large earthquakes predominantly de-
pends on (1) the source depth; (2) the magni-
tude; (3) the source mechanism (the orientation 
and size of the slip on the fault plane); and (4) 
the structure of the Earth’s crust. One of the key 
factors in shaking hazard is the local seismic 
velocity structure. Low seismic velocities near 
the surface (e.g. sedimentary basins as in Los 
Angeles, Mexico City, the Cologne area) may 
amplify the ground motion up to ten-fold and 
thereby increase the hazard even for moderate 
earthquake magnitudes or distant large earth-
quakes. This is an inherent 3-D effect and can 
only be properly modelled with the use of 3-D 
modelling techniques.  In Fig. 2. snapshots from 
the first 3-D simulations of earthquake scenarios 
in the Cologne basin are shown (Ewald et al., 
2006). In a recent study we calculated a data 
base with solutions for single subfaults in the 
Los Angeles Basin. From such a data base arbi-
trary finite-fault scenarios can be synthesised 
(Wang et al., 2006). This allows the investiga-
tion of source related variations of strong ground 
motions following large earthquakes.   

 

Waves in fault zones and dynamic rupture 

The detailed structure of fault zones (FZs) plays 
an important role in problems related to fault 
mechanics, earthquake rupture, wave propaga-
tion and seismic hazard. FZs are thought to con-
sist of a O(10-100)m wide region of decreased 
seismic velocity but structural details such as 
their  depth extent, lateral and vertical variations 
etc. are elusive. The small spatial scales in-
volved make such structures difficult to image 
with ray-theoretical methods such as tomogra-
phy. We performed numerical calculations of 
wave propagation in various 3-D FZ geometries 
and analyzed the waveforms, spectra and enve-
lopes of the synthetic seismograms. The main 
results are that (1) moderate changes of the 
shape of FZ or (2) small-scale heterogeneities or 
(3) depth-dependent properties do not strongly 
affect the observed FZ waves. In contrast, strong 
effects are to be expected from (4) breaks in the 
continuity of FZ structure (e.g. offsets), which 
may at some point allow imaging such features 
at depth (Jahnke et al., 2002; Igel et al, 2002a, 

Fohrmann et al., 2004). Recent investigations 
demonstrated the effects of a bi-material inter-
face on the dynamics of rupture propagation 
both in 2-D and 3-D settings (Brietzke et al., 
2006ab).  

 

 
Fig . 2 : Snapshots of the seismic wave field at 
the surface of a 140 km x 140 km x 60 km model 
of the Cologne Basin, Germany, for three differ-
ent epicentres of historical earthquakes (Ewald 
et al., 2006). Note the strong effects of the sedi-
mentary basin (contour map shows basin depth).  

 

Rotational ground motions 

Standard seismometers record the three compo-
nents of translational ground motions. However, 
there are three more components (i.e., rotations) 
that should be observed. This was so far difficult 
due to the lack of accuracy of rotation sensors. 
Recently, ring laser technology was used to re-
cord earthquake-induced rotational ground mo-
tions and the consistency and accuracy of these 
observations could be demonstrated by compar-
ing with theoretical predictions calculated with 
3-D modelling tools (Igel et al., 2005; Cochard 
et al. 2006, Suryanto et al., 2006a). Furthermore, 
we could demonstrate – again with support form 
sophisticated 3-D modelling – that these addi-
tional observations allow the recovery of struc-
tural information on the subsurface (Suryanto et 
al., 2006b). These results have opened new 
routes into the potential use of such observations 
in earthquake engineering, earthquake seismol-
ogy and tomography.  
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Abstract  

We contrast the results from density-functional 
calculations for solid-state systems with results 
from neutron-scattering experiments. In this 
article we report lattice-dynamical properties of 
the fluorite system CaF2. It is found that in CaF2 
the harmonic properties are reproduced quite 
well and that an important part of the anhar-
monic effects can be understood from the vol-
ume dependence of the energies and from the 
energy dependence of the channels for anhar-
monic decay.  

 

Introduction 

Anharmonic properties of materials affect our 
everyday life, e. g., in the form of the omnipres-
ent thermal conductivity or thermal expansion 
appearing when warming up materials.  

As early as 1839, M. Faraday had studied crys-
tals with the fluorite structure. He observed an 
anomalously high electrical conductivity in the 
solid material comparable to that of a molten 
salt, stemming from the mobility of the fluorine 
ions.[1] As this ionic conduction is a strongly 
temperature dependent and intrinsically anhar-
monic process, we have chosen fluorite systems 
like CaF2 [2] and BaF2 [3] as model systems to 
study the phenomenon of anharmonicity which 
is still difficult to predict reliably, in contrast to 
the harmonic properties which give very good 
results in many cases. CaF2 is also widely used 
as a crystalline lens material for high-precision 
VUV optics, and BaF2 represents an alternative 
material. The knowledge of volume- and tem-
perature-dependent effects inducing stress and 
strain in this material is important. The techno-
logical importance asks for a good theoretical 
characterization of the fluorites. 

In the harmonic approximation, the inter-ionic 
potential can be described by a parabola.  In this 
approximation, the excitations of lattice waves 
(phonons) posses an infinite lifetime, and the 
lifetime is inverse to the width of the excitation 
peaks in the spectra. In contrast, anharmonic 
interactions (like is needed for hopping over 
potential barriers) show a finite lifetime and a 
non-vanishing peak width. 

We have thus focused on the thermal motion of 
the atoms by investigating the temperature and 
volume dependence of the lattice dynamics. 

 

Methods 

The electronic, ground-state and lattice-
dynamical properties have been determined 
within the framework of  density functional the-
ory using different computer program packages 
like Abinit, VASP or WIEN97 (see links below) 
within their common and well tested approxima-
tions (LDA and GGA). The parameter-free ap-
proach of this method constitutes a method 
equivalent to experiment. 

From the experimental side we have used inelas-
tic neutron scattering. Neutrons penetrate the 
whole of a crystal, interact with the atomic nu-
clei, and leave it with either gain or loss of mo-
mentum and of kinetic energy allowing conclu-
sions about the arrangement and motion of the 
atoms in the system investigated.  

The experiments have been performed with the 
three-axis spectrometers IN1, IN3, and IN8 at 
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the Institut Laue-Langevin in Grenoble, France 
(see link below). 

 

Results 

Inelastic neutron scattering experiments have 
been performed on CaF2 between 10 K and 1273 
K. All phonon modes soften with increasing 
temperature, and a broadening of all excitation 
peaks occur. Figure 1 shows the temperature 
evolution of a selected but typical INS spectrum.  

 
Fig. 1: Temperature dependence of selected raw 
data at the Brillouin-zone boundary (X point) 
fitted by a damped harmonic oscillator convo-
luted with the calculated instrumental resolu-
tion.  

 

In parallel, electronic and harmonic lattice-
dynamical properties have been calculated from 
ab-initio density-functional methods. Results for 
all modes along the [001] direction are shown in 
fig. 2 demonstrating the good agreement be-
tween theory and experiment.  

Raising the temperature, the anharmonicity 
causes a down-shift in frequency and a broaden-
ing of the width of the lines in the spectra. The 
X'2 mode at the Brillouin-zone boundary (X) is 
the lowest-energy mode (see fig. 2) and stands 

out in so far as it has the largest shift in fre-
quency with temperature. The width of all 
modes increases (except for the optical �5 
modes), and the width is larger for the optical 
than for the acoustic modes.  

While anharmonic ab-initio methods are still 
under development, we have been able to calcu-
late single anharmonic processes. To lowest 
order, there are three processes contributing to 
the anharmonic line shift: (1) thermal expansion, 
(2) coupling to thermal fluctuations, and (3) 
two-phonon decay. Process (1) can be investi-
gated by calculating the phonon frequencies for 
various lattice volumes. In this way the process 
of thermal expansion can be separated from the 
other anharmonic phonon-phonon processes 
occurring and observed in an experiment. 

 

 
Fig. 2: Phonon dispersion curves (i.e., energy-
momentum relations) for lattice waves along the 
[001] direction from experiment at T = 10 K 
(data points) and from ab-initio theory (black 
lines). 

 

From the theoretical volume dependence of the 
phonon frequencies, a critical softening of the 
lowest-frequency X'2 mode at the Brillouin-zone 
boundary is found, which is hard to be observed 
in the experiment, where the mode softens and 
becomes unobservable because of the increas-
ingly large line width (see fig 1).  

Comparing the experimental and theoretical 
results, it is found that the shift of the X'2 mode 
can be explained by just thermal expansion. This 
holds for all X-point modes, while for the zone-
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centre (�  the shift is overestimated, and the 
processes (2) and (3) have to be taken into ac-
count.  

Only process (3) contributes to the line width. 
The process of two-phonon decay is propor-
tional to (the square of) the coupling constants 
and the two-phonon density of states (2DOS) 
which is shown in fig 3. Assuming a constant 
coupling constant, the phonon width is propor-
tional to the 2DOS taken at the phonon energy 
(indicated by vertical lines in fig. 3). Actually, 
this turns out to be a good approximation for the 
modes at the �  and X points except for the X'2 
mode. Thus a detailed theory of the coupling 
constant is necessary here.   

Fig. 3: Two-phonon combined density of states 
at the Brillouin-zone  center (X) and -zone 
boundary (�): Contributions of the summation 
processes (full lines) and difference processes 
(broken lines) are shown. The vertical lines 
show the optical modes at � and the lowest and 
highest mode at X.  

 

Summarizing, the harmonic properties of CaF2 
are quite well understood on the grounds of the 
density functional theory. Among the anhar-
monic properties, the process of thermal expan-
sion seems to reproduce the phonon line shift of 
most of the X-point modes quite well, while the 
calculation of the line shift of the other modes as 
well as of the line widths needs the explicit 
knowledge of the anharmonic coupling con-
stants, which are not available so far and the 
calculation of which poses a challenge for the 
future. 

This report is largely taken from the ILL Annual 
Report 2003. 
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Abstract 

We have calculated properties of excited had-
rons, e.g. excited states of the proton, the nu-
cleon and the pion. Our results allow to reach 
conclusions about their internal structure, for 
example, whether some state is rather a 3-quark 
state like the proton or rather a 'molecule' con-
sisting of, e.g., a proton and a pion. 

 

Hadron Resonances 

Normal nuclear matter is composed of neutrons 
and protons, which in first approximation can be 
thought of as three quark  states bound together 
by gluonic interactions. The interaction creating 
such bound states is rather special, as it leads to 
'confinement', meaning that quarks and gluons 
cannot be isolated. The detailed microscopic 
mechanisms leading to confinement are still not  
under-stood in detail and major experimental 
facilities, like the    planned European research 

center FAIR in Darmstadt  address this problem 
already at present or will do so in the near fu-
ture.  

One way to investigate confinement is to study 
the excitation spectrum of hadrons. The ground 
states are predominantly 3-quark states (called 
baryons) like the proton and quark-antiquark 
states (called mesons) like the pion. In principle 
the spectrum of hadrons should be as character-
istic for QCD as the level scheme of atomic 
hydrogen is for the Coulomb potential. In prac-
tice, however, it is far more difficult to establish 
the link between observed excited states and the 
underlying fundamental interaction. Presently, 
this can only be achieved by massively parallel 
numerical computations, an activity which has 
evolved into a major research field of its own, 
called Lattice-QCD. 

 

Lattice QCD 

In quantum field theory, the value of a field at 
every space-time point is treated as an independ-
ent variable. Therefore, in principle, one has to 
solve a problem with infinitely many degrees of 
freedom, which is only possible for a few, very 
special observables. In lattice QCD a volume of  
space-time, large enough to fit in,,e.g., a proton, 
is replaced by a lattice of space-time points, fine 
enough to study the internal structure of,,e.g., 
the proton with the resolution of interest. Thus 
one is left with a very high-dimensional prob-
lem. Different approaches use different discreti-
zations of the QCD interaction. Several of these 
violate a specific symmetry QCD has in the con-
tinuum theory, the 'chiral symmetry'. Only in 
recent years, with the advent of Tflop comput-
ing, it became possible to use formulations 
which preserve chiral symmetry also in the dis-
cretized lattice formulation.  Presently, a very 
intense discussion goes on,  as to which chiral 
formulation and concrete algorithmic implemen-
tation is optimal for such studies. The under-
standing in the international community is, how-
ever, that while this development will certainly 
still need quite a number of years, in the end 
chiral fermions will become the standard in lat-
tice QCD.  

In our project we used and compared two vari-
ants of approximately chiral fermions, as it was 
unclear, which one would be more efficient. It 
turned out that both  performed quite compara-
bly in most respects, though for specific applica-
tions either one or the other is more suitable. Let 
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us stress that the development of well-
performing (the efficiency reached on the Hi-
tachi and Altix is above 20 percent) simulation 
codes for dynamical  chiral  fermions constitutes 
by itself a major break-through in our field. 

 

The spectrum of hadron resonances 

Without going into detail let us simply state that 
lattice-QCD is especially efficient in calculating 
the lowest mass eigenstate for a given set of 
quantum numbers. In recent years it became also 
possible to extract the masses of typically the 
lowest two to four excited states. Their signals 
are exponentially suppressed, but we and others 
have optimized techniques to still extract sig-
nals. These make it relatively straight-forward to 
study the nature of hadron resonances.  A hadron 
is a complicated many particle quantum state 
which can be thought of as a superposition of 
many different Fock-states. On the lattice one 
introduces different combinations of 
quarks/antiquark fields (called sources and 
sinks) in different regions of the lattice and stud-
ies specific correlators, which provide the mass 
eigenvalues. The general approach is to study 
such correlations for a set of specifically chosen 
sources. If one obtains the correct mass eigen-
values of a resonance one can conclude that the 
offered sources permit a sufficiently large over-
lap with the physical wave function of that state. 
If not, then one can conclude that this is not the 
case. For example many meson resonances are 
assumed to have a large component with two 
quark-antiquark pairs rather than only one. On 
the lattice one can suppress such pairs (by using 
the so-called quenched approximation)  and 
study which hadron states are affected. Fig.1 to 
4 give some examples.  

 

 
Fig .2 : Illustration of the result presented in 
Fig.1. The excited pion state is predominantly a 
quark-antiquark state and thus well reproduced 
when additional quark-antiquark pairs are sup-
pressed. 

 
Fig . 1 : The first excited pion state. The physi-
cal  mass is indicated by the leftmost point. Its 
value is roughly 1300 MeV, which is the usual 
mass unit in particle physics. With decreasing 
ground state pion mass (i.e., quark mass) our 
simulation points seem to converge nicely to-
wards this point. The lattice constant is denoted 
by 'a'. The finer lattice gives an even better ex-
trapolated result. This succesful description of 
the pion resonance in the quenched approxima-
tion gives a clear indication that it is predomi-
nantly a simple  quark-antiquark state. 

  

 
Fig . 2 : The excited nucleon states with negative 
parity (the usual proton has positive parity). 
One finds in the quenched approximation two 
nearly degenerate states which can be identified 
with the two resonances N(1535) and N(1600). 
This basically rules out the much discussed pos-
sibility that one of them is a pure molecule-like 
bound state of two hadrons. (Though their wave 
functions can still contain substantial molecule-
like components.)  
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Results 

To understand the figure 1 one has to know that 
the required computer time increases drastically 
if quark masses (respectively the mass of the 
normal pion, which is tied to the quark masses 
by a simple relation) are decreased and if the 
lattice is made finer. Therefore, calculations are 
performed with unphysically large quark masses 
and for different lattice constants 'a' and then one 
extrapolates to the physical masses and to a=0. 
Finally positive or negative parity characterizes 
states which are symmetric respectively anti-
symmetric under space inversion. 
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Fig . 3 : The excited nucleon states of positive 
parity. The ground state is reproduced very 
nicely, but the excited states come out substan-
tially too high, indicating that the  N(1440) is 
possibly not a normal 3 quark bound state. (This 
was already strongly suspected.) 
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Introduction 

The calculation of physical properties of elec-
tronic systems by controlled approximations is 
one of the most important challenges of modern 
theoretical solid-state physics. In particular, the 
physics of transition-metal oxides - a singularly 
important group of materials both from the point 
of view of fundamental research and technologi-
cal applications - may only be understood by 
explicit consideration of the strong effective 
interaction between the conduction electrons in 
these systems. The investigation of electronic 
many-particle systems is made especially com-
plicated by quantum statistics, and by the fact 
that the phenomena of interest (e.g., metal insu-
lator transitions and ferromagnetism) usually 
require the application of non-perturbative theo-
retical techniques. 

One of the most famous examples of a coopera-
tive electronic phenomenon of this type is the 

transition between a paramagnetic metal and a 
paramagnetic insulator induced by the Coulomb 
interaction between the electrons, referred to as 
Mott-Hubbard metal-insulator transition. The 
question concerning the nature of this transition 
poses one of the fundamental theoretical prob-
lems in condensed matter physics.1,2 Correlation-
induced metal-insulator transitions (MIT) are 
found, for example, in transition metal oxides 
with partially filled bands near the Fermi level. 
For such systems band theory typically predicts 
metallic behavior. The most famous example is 
V2O3 doped with Cr. 3-5 

While at low temperatures V2O3 is an antiferro-
magnetic insulator with monoclinic crystal 
symmetry, it has a corundum structure with a 
small trigonal distortion in the high-temperature 
paramagnetic phase. The first-order transitions 
from the high-temperature paramagnetic phases 
into the low-temperature antiferromagnetic 
phase are naturally explained by the fact that the 
transition is accompanied by a change in crystal 
symmetry. By contrast, the crystal symmetry 
across the MIT in the paramagnetic phase re-
mains intact, since only the ratio of the c/a axes 
changes discontinuously. This is usually taken as 
an indication for the predominantly electronic 
origin of this MIT, caused by strong correla-
tions. 

In the last decade, a new approach for treating 
electronic lattice models, the dynamical mean-
field theory (DMFT), has led to new analytical 
and numerical opportunities to study correlated 
electronic systems.6,7 This theory, introduced by 
the work of Metzner and Vollhardt in 1989, is 
exact in the limit of infinite dimensions (d=∞).8 
In this limit, the problem is reduced to a single-
impurity Anderson model with self-consistency 
condition,9-11 allowing for a solution by quantum 
Monte-Carlo (QMC) simulations without a sign 
problem for one-band models (for multi-band 
models, see Ref. 12), i.e., down to temperatures 
T~10-2W (W: bandwidth).  

Recently, the LDA+DMFT, a new computation 
scheme that merges electronic band structure 
calculations and the dynamical mean field the-
ory, was developed.13-18 Starting from conven-
tional band structure calculations in the local 
density approximation (LDA) the correlations 
are taken into account by a Hubbard interaction 
term and a Hund's rule coupling term. The re-
sulting DMFT equations are solved numerically 
with a parallelized auxiliary-field quantum 
Monte-Carlo algorithm. This scheme makes 
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possible the investigation of real systems close 
to a Mott-Hubbard transition such as the  MIT in 
V2O3 discussed above. In this report, results on 
the correlation-induced metal-insulator transition 
and  dynamic properties of multi-band Hubbard-
type models at low temperatures obtained within 
the DMFT are presented. Calculations at ex-
perimentally relevant temperatures were made 
possible by the increased computer power of the 
Hitachi SR8000-F1. Here we report some of the 
results obtained during the allocation period 
2001-2003. 

 

Results 

In a first step, LDA calculations were performed 
for paramagnetic metallic V2O3 and paramag-
netic insulating (V0.962Cr0.038)2O3, respectively.19 
The LDA results for corundum V2O3 and 
(V0.962Cr0.038)2O3 are very similar. In particular, 
the changes in crystal and electronic structure 
occuring at the transition are insufficiently re-
flected by the LDA calculations and the experi-
mentally observed insulating gap is missing in 
the LDA DOS. It is generally believed that this 
insulating gap is due to strong Coulomb interac-
tions which are not adequately accounted for by 
the LDA. This is where our LDA+DMFT(QMC) 
scheme sets in. Using this approach we can 
show explicitly that the insulating gap is indeed 
caused by electronic correlations. The spectra 
obtained by LDA+DMFT(QMC) imply that the 
critical value of U for the MIT is about 5 eV.19 
Indeed, at U=4.5 eV one observes pronounced 
quasiparticle peaks at the Fermi energy, i.e., 
characteristic metallic behavior, even for the 
crystal structure of (V0.962Cr0.038)2O3, while at 
U=5.5 eV the form of the calculated spectral 
function is typical for an insulator for both sets 
of crystal structure parameters.  

Whereas for computations at T=1100 K (which 
were done on a workstation) we only observe 
metallic-like and insulating-like behavior with a 
rapid but smooth crossover between these two 
phases, calculations done on the Hitachi 
SR8000-F1 at lower temperatures show more 
pronounced differences between the metallic and 
insulating phase; the smooth crossover is re-
placed by a sharp first order metal-insulator 
transition.20,21 To compare with the photoemis-
sion spectrum of V2O3 by Schramme et al.,22 and 
Kim et al.,23 the LDA+DMFT(QMC) spectra are 
multiplied with the Fermi function at T=1100 K 
and Gauss-broadened by 0.05 eV to account for 
the experimental resolution. In contrast to the 

LDA results, the theoretical results19 for U=5 eV 
are seen to be in good agreement with experi-
ment, see Fig. 1. We also note that the DOS is 
highly asymmetric with respect to the Fermi 
energy due to the orbital degrees of freedom. 
This is in striking contrast to the result obtained 
with a one-band model. The comparison (not 
shown) between our results, the data of Müller et 
al.24 obtained by X-ray absorption measure-
ments, and LDA shows that, in contrast with 
LDA, our results not only describe the different 
bandwidths above and below the Fermi energy 
(≈6 eV and ≈2-3 eV, respectively) correctly, but 
even resolve the two-peak structure above the 
Fermi energy. 

 

 
Fig . 1: Comparison of the LDA+DMFT(QMC) 
spectra19 with the LDA spectrum and the photo-
emission experiments on metallic V2O3 by 
Schramme et al.22 (pure sample) and Kim et al. 
23 (Cr-doped sample).  

 

Particularly interesting are the spin and the or-
bital degrees of freedom in V2O3. We find that 
for U≥3 eV the squared local magnetic moment 
<mz

2> saturates at a value of 4, i.e., there are two 
electrons with the same spin direction in the (a1g, 
eg1,π , eg2,σ) orbitals.19 Thus, we conclude that the 
spin state of V2O3 is S=1 throughout the Mott-
Hubbard transition region. Our S=1 result agrees 
with the measurements of Park et al.25 and also 
with the data for the high-temperature suscepti-
bility. Thus LDA+DMFT (QMC) provides a 
remarkably accurate microscopic theory of the 
strongly correlated electrons in the paramagnetic 
phase of V2O3.19 
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Abstract 

The surfaces and interfaces of transition metal 
oxides represent a natural disruption of the bulk 
charge neutrality and a multitude of unexpected 
properties have been observed that differ 
substantially from the ones of the corresponding 
bulk materials. The goal of project h0721 is to 

gain a microscopic understanding of the 
mechanisms of charge accommodation as well 
as structural and electronic relaxations at 
complex mineral surfaces and interfaces 
employing large scale density functional theory 
(DFT) calculations. Magnetite is important not 
only in paleomagnetism and mineralogy but is 
also a prospective material for the development 
of spintronic devices. The surface phase diagram 
of Fe3O4(001) compiled in the framework of ab 
initio thermodynamics revealed that the origin of 
the experimentally observed surface 
reconstruction is a Jahn-Teller distortion instead 
of ordering of surface defects as simple 
electrostatic arguments would suggest. In the 
project extension we are studying the role of 
water adsorption on the surface stoichiometry 
and structure which is a fundamental process 
both in nature and technology. Further topics of 
intensive investigation include charge ordering 
phenomena at iron oxide or perovskite interfaces 
leading to novel magnetic phases or conductivity 
distinct from the bulk behavior. 

 

Introduction 

A multitude of important reactions both in na-
ture and industry (e.g. catalysis) take place at 
mineral surfaces, some examples being the ad-
sorption and dissociation of water, the adsorp-
tion and reduction of heavy metals, or ammonia 
synthesis to mention only a few. In order to un-
derstand and control the reactivity of these sur-
faces and/or tailor their electronic and magnetic 
properties, it is indispensable to know the sur-
face structure and morphology at ambient condi-
tions. To this end a major problem in modern 
surface science is that the vast majority of ex-
perimental techniques is restricted to UHV (ultra 

Fig . 1 : a) Jahn-Teller distorted modified bulk termination of Fe3O4(001) predicted as lowest 
energy configuration over a broad range of oxygen pressures from the calculated surface phase 
diagram (b); (c) STM-simulation of the surface layer
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high vacuum). Furthermore, the insulating na-
ture of most of the oxides limits the use of imag-
ing techniques like scanning tunneling micros-
copy. Quantitative diffraction analyses for oxide 
surfaces are scarce and by far less satisfactory 
than for metal or semiconductor surfaces. 

 

Method and Optimization of wien2k on 
SR8000 

On the side of theoretical modeling, density-
functional theory (DFT) has established in the 
past decades as a powerful tool to predict the 
properties and stability of technologically rele-
vant materials. Last but not least this was recog-
nized by the Nobel Prize for Chemistry given to 
Walter Kohn in 1998 for the development of 
DFT. However, this approach is restricted to 
T=0 and p=0. Only recently it has become pos-
sible to extend the predictive power of DFT to 
finite pressures and temperatures by combining 
DFT with concepts from thermodynamics in the 
framework of ab initio atomistic thermodynam-
ics. The large system sizes necessary to model 
the complex structure of mineral surfaces makes 
DFT calculations extremely computationally 
demanding. Such calculations have only recently 
become feasible through the implementation of 
fine-grain parallelization schemes. After porting 
and optimizing the MPI parallel version of the 
WIEN2k code in collaboration with the Leibniz 
Rechenzentrum Munich on the Hitachi SR8000, 
we were able to achieve a performance of 5 
GFlops per node (640 MFlops per CPU). This 
amounts to 42% of the theoretical peak perform-
ance of the machine and is a very good result for 
this type of code making it one of the best per-
forming codes on SR8000. 

 

Surface termination and Properties of 
Fe3O4(001) 

Magnetite is one of the most important minerals 
in geophysics and mineralogy as it stores infor-
mation on the earth magnetic field, and plays a 
role in the orientation of microorganisms and 
birds. Of technological relevance is the half-
metallic behavior predicted for the bulk material 
i.e. it possesses a 100% spin polarization. This 
property coupled with the high magnetic order-
ing temperature of 858 K makes magnetite a 
prospective material for spintronics applications. 
Still, at surfaces and interfaces the properties 
may differ substantially from the bulk and are 
dependent on the surface structure. The surface 

termination of magnetite(001) has been subject 
of a controversial debate in the literature. We 
performed systematic DFT-calculations employ-
ing the full-potential linearized augmented-plane 
wave method as implemented in the WIEN2k 
code for a variety of stoichiometric and non-
stoichiometric terminations, including a full 
structural optimization of each system. The sur-
face is modeled by supercells containing on the 
average 100 atoms and 1000 electrons resulting 
in matrix dimensions for the generalized eigen-
value problem of 18000x18000. 

It is typically assumed that the excess charges at 
a polar surface can be compensated by surface 
reconstructions. The latter are commonly under-
stood as the ordering of surface vacancies. Con-
trary to this, the surface phase diagram of 
Fe3O4(001) compiled in the framework ab initio 
atomistic thermodynamics [cf. Fig. 1b] reveals 
that a modified bulk termination which was 
hitherto ignored on the basis of simple electro-
static arguments is the most stable termination 
over a broad range of oxygen pressures. The 
results indicate a novel stabilization mechanism 
at polar oxide surfaces, where the surface perio-
dicity is achieved by a wave-like distortion of 
the surface layer instead of an ordering of de-
fects. This unusual stabilization mechanism is 
accompanied by dramatic changes in the elec-
tronic properties e.g. a half-metal to metal transi-
tion from bulk to the surface which may be rele-
vant for future applications. Experimental results 
obtained by scientists in Munich, Aachen and 
Konstanz support the theoretically predicted 
model. The close collaboration between theory 
and experiment plays an important role in this 
project, e.g. the structural information from DFT 
is used as a starting point for quantitative dif-
fraction analyses and vice versa. Current and 
future investigations include the influence of 
correlation effects beyond the generalized gradi-
ent approximation (GGA) as well as the adsorp-
tion of water and the impact of a humid atmos-
phere on the surface stability and electronic 
properties of oxide surfaces.  

Correlated electron behavior at oxide surfaces 
and interfaces can lead to intriguing possibilities 
to compensate charge mismatch and polarity that 
do not exist at semiconductor interfaces. Novel 
charge and magnetic ordered phases evolving at 
oxide interfaces pose both fundamental ques-
tions and open new possibilities for technologi-
cal applications. The recent resource extension 
at LRZ (e.g. the newly installed SGI ALTIX 
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4700) will be invaluable to tackle these numeri-
cally intensive and challenging problems. 
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Introduction 

We have a quite good theory of fundamental 
interactions, which unifies all known forces 
(except gravity) and stood against experimental 
tests for the last 37 years. It is called the Stan-
dard Model and can explain an amazing variety 
of natural phenomena. However, the Standard 
Model involves about 20 free parameters which 
must be determined by matching experiments 
with theoretical predictions. As far as we can 
see, these parameters show no clear pattern at-
hough this is difficult to say because we do not 
known them very precisely. If we could know 
them better, we would probably be able to un-

derstand what is the idea behind them, or even 
find a limit of the model. However, in order to 
do this, we need to link precise experimental 
results to those fundamental parameters. In other 
words, we need to compute precisely how some-
thing that we can measure depends directly on 
those parameters. Such computations are very 
hard, because Quantum Mechanics forces us to 
take into account all possible ways in which the 
elementary constituents can interact with each 
other. There are two main methods to perform 
them: the first one consists in assuming that our 
universe is not so different from a very simple 
one (in which particles do not interact and evo-
lution is trivial) and systematically compute the 
deviations (or perturbations) from that. This is 
called the 'perturbative' approach which works 
well for some processes. However, there are 
many phenomena where the perturbative ap-
proach cannot work: the most evident example is 
the proton (or the neutron). Such particles are 
build up of more elementary objects called 
'quarks' and the quarks are bound together by the 
so called 'strong force' or 'QCD' (Quantum 
Chromo Dynamics), which is one of the two 
main building blocks of the Standard Model. 
The behaviour of quarks inside the proton is 
very far from the very simple model without 
interaction, and the lack of a good description of 
particles like the proton is the main reason why 
the parameters of the standard model cannot be 
determined precisely.  Here comes the second 
approach. The idea is to describe the space-time 
by a four dimensional lattice (three dimensions 
for space and one for time). In this set up ele-
mentary particles are described by complex 
waves in the lattice. In order to compute the 
physical quantities that we wish, we have to 
sample these waves in all the possible ways 
which are allowed by the Standard Model (or at 
least those which have a significant probability). 
This task can be authomatized and given to a 
computer. The idea is not new and it goes back 
to the early days of the Standard Model and is 
called the 'lattice' approach. However, a naive 
application of this idea is a too hard task for any 
conceivable computer. In the past 30 years much 
progress  have been made in the various aspects 
which are crucial to perform realistic simula-
tions. Important 'non-perturbative' phenomena 
(i.e. which cannot be explained in the perturbat-
ive approach) have been qualitatively explained, 
such as confinement of quarks in the proton. But 
it is only in recent years that  lattice methods 
reached the maturity to aim at precise compu-
tatin with good control over all systematic ef-
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fects. One of the crucial steps, in order to 
achieve this, is the choice of the 'discretization' 
of light quarks, which I explain below. 

The way to represent a wave on a discrete lattice 
is not unique. A given  choice is called 'discreti-
zation' and it is very important to select carefully 
the optimal one. A requirement which is hard to 
fulfill is a discretization of quarks that allows 
them to be very light. In fact the so called 'up' 
and 'down' quarks which build up the proton and 
the neutron happen to be almost massless and 
(by special relativity) move almost at the speed 
of light. However, if we try to produce a wave 
on the lattice which describes a massless quark, 
we get also many other unphysical waves, which 
also move at the speed of light but exists only on 
the lattice and are therefore unwanted lattice 
artifacts (to make a rough picture, imagine to 
color the lattice vertices with white if they can 
be reached with an even number of steps from 
the origine, and with black if this number is odd. 
Then imagine a wave with opposite phases in 
white and black points. Such waves only make 
sense in a discrete lattice, have no physical 
meaning and should be suppressed, in order to 
do correct computations). The safest way to 
eliminate such unwanted modes is to introduce a 
(fake) fifth space dimension together with a 
potential well, which is devised to trap only 
physical modes in the four physical dimension. 
This is called the 'overlap' discretization, which 
is theoretically very clean but also very expen-
sive. An alternative is to give explicitely a mass 
to the unwanted unphysical modes, however this 
simple procedure necessarely disturbs also the 
properties of the physical modes at small ener-
gies. One way to disturb less the physical waves 
is to play with the sign of the masses of the un-
physical waves. Different choices of sign of the 
unphysical masses can improve different physi-
cal quantities. This procedure is called 'twisted 
mass' discretization, whose symmetry properties 
are only approximate, but simulations are 
cheaper. In this project we use the overlap dis-
cretization to represent the quarks which build 
the proton (so called 'valence quarks') and the 
twisted mass discretization to represent the 
quarks which populate the quantum vacuum (so 
called 'sea' quarks). In fact for valence quarks 
exact symmetry properties are more crucial than 
for sea quarks. However it is the sea quarks that 
constitute by far the most expensive part of the 
computational cost. In this way we can optimize 
the computational resources.  

Also thanks to the Hitachi SR8000 at LRZ, we 
have already produced a large amounts of 'snap-
shots' of the vacuum which include the effect of 
twisted mass sea quarks This is the essential 
background which is needed to compute all 
other physical interactions. We have also per-
formed various tests of some properties of over-
lap valence quarks. In particular, the interaction 
between quarks and gluuons is local, as it should 
be in Relativistic Quantum Mechanics and the 
effects which do not conserve probability (this is 
also required by Quantum Mechanic) are under 
control. 
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Abstract 

This project focused on the design, 
development, implementation and optimization 
of methods, algorithms and software for very-
large scale simulations of free surface and multi-
phase flows based on the generalized lattice 
Boltzmann (GLBM) method. Parallel solvers 
based on hierarchical grids and cache optimzed 
algorithms have been developed to simulate 
multi-component-multi-phase and turbulent 
transient flows in arbitrarily complex 
threedimensional geometries.  

The first subproject is concerned with the 
accurate and reliable prediction of transport of 
contaminants and nutrients in porous media 
(soils) on different scales (DFG-Project 
MUSKAT, Multi Scale Transport in soils and 
FIMOTUM, First principle based transport in 
unsaturated media). The second subproject 
investigates air-water flow in research waste 
water batch reactors (SFB 411, Prof. Wilderer, 

Fundamental Studies of Aerobic Biological 
Wastewater Treatment). The third subproject is 
concerned with the the simulation of free surface 
flows for different engineering applications. 

 

Multiphase flows 

Multiphase flow in a bioreactor: 

The flow geometries are obtained from 
polydisperse sphere packings generated by 
molecular dynamics type simulations delivering 
locations of spheres which are mapped onto the 
computational grid for the fluid simulation. 
These carrier-bodies are covered with a biofilm 
that is supposed to eliminate toxic substances in 
the waste water.  

 
Fig . 1 : Distribution of air phase in a bioreactor 

The biofilm growth rate (and thus the cleaning 
performance of the batch reactor) on these 
spheres critically depends on the available 
integral air concentration in the wastewater 
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ambience which itself depends on the geometry 
and positioning of air inlet nozzles of the 
reactor. We generated different sphere packings 
and setups to homogenize and optimize integral 
air concentrations in a laboratory scale batch 
reactor containing up to 5.000 mineralic spheres 
with diameters around 6 mm. For this multi-
phase system we computed the fully transient 
3D problem on grids of up to 50 million nodes. 
In Fig. 1 the distribution of the air phase during 
the aerobic phase is shown. (Tölke et al., 2002) 

 

Multiphase flow in soils: 

The goal of MUSKAT/FIMOTUM is to predict 
appropriate material functions for multiphase 
transport in porous media (unsaturated soils) 
based on the pore space geometry and the 
physical properties of the two-fluid system. To 
reach this goal, direct numerical simulations on 
the microscale of the two-phase system based on 
artificially generated as well as reconstructed 
porous media are performed. The flow geometry 
is obtained directly from x-ray tomography with 
a typical resolution of 10 micrometers.  

 

 

 

 

 

 
 

Fig . 2 : Distribution of air phase in a porous 
medium 

To obtain on the one hand a representativ 
elementary volume of the porous medium 
including the multiphase dynamics and on the 
other hand a sufficient resolution large grids up 
to 1000^3 nodes are needed. Although the flow 
in such porous systems is typically laminar, the 
sheer complexity of the three dimensional pore 
space in combination with the formation of in-
terfaces makes multi-phase pore scale simula-
tions extremely demanding. In Fig. 2 the distri-
bution of the air phase in a porous medium dur-
ing a drainage simulation is shown. (Ahrenholz 
et al., 2006) 

 

Free Surface Flows 

Free surface flows are characterized by a geo-
metrically changing fluid domain by the motion 
of the fluid and appropriate boundary conditions 
at the free surface. They require a different 
treatment than multiphase flows to obtain a good 
parallel performance due to the load balancing 
problem. Applications are the simulation and 
optimization of flows over spillway weirs and 
the effects generated by obstacles in rivers and 
channels. In Fig. 3 the flooding of a bridge is 
shown. 

 

Future Work 

The future work focuses on the development, 
implementation and optimization of methods 
using adaptive hierarchical grids based on the 
LB-method. By using adaptive refinement and 
coarsening we are confident to substantially 
improve the predictive capability of multi-phase 
and free surface simulations. 

Usually high-end supercomputers such as the 
HLRB-System are utilized to extend our 
knowledge in terms of basic research which is 
the goal of the present project line.  

In the future the computing power of the 
HLRB2-system will be also used to predict 
flooding and wave impact events (e.g. 
Tsunamis) by faster than real-time simulations 
of a coupled system of a 2D shallow water and a 
3D free surface kinetic model. The geometric 
and topographic input is obtains automatically 
from a GIS-system. This approach is expected to 
improve our abilities to predict the possible 
impact of flow related natural catastrophes on 
civil infrastructure and to support the design of 
evacuation and support activities. 
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Fig . 3 : Flooding of a bridge 
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Abstract 

Possible bonding scenarios for the adsorption of 
organic molecules on solid surfaces were studied 
using first-principles calculations. The 
adsorption of uracil on Si(001) and the 
adsorption of adenine on Cu(110) and 
graphite(0001) surfaces serve as prototypical 
examples to highlight relevant molecule-
substrate interactions and their consequences for 
the properties of the adsystem. Covalent bonds 
formed during organic reactions with 
semiconductor surfaces significantly modify the 
structural and electronic properties of both the 
adsorbed molecules and the substrate. Organic 
molecule adsorption on metals may be driven by 
mutual polarisation that leads to substantial 
charge transfer and re-hybridisation, despite 
small adsorption energies. Subtle effects related 
to the lowering of the kinetic energy of the 
valence electrons as well as dispersion forces, 

finally, govern the interaction between the 
organic molecules and chemically inert 
substrates such as graphite. 

 

Motivation 

Organic molecules are very promising building 
blocks for electronic devices due to the possibil-
ity of tailoring molecules with particular proper-
ties, the tunability of their characteristics, and 
the efficiency and flexibility of deposition meth-
ods. Self-organisation of organic molecules ap-
pears as one of the most promising approaches 
to the further miniaturisation of electronic de-
vices. This so-called 

bottom-up approach contrasts with the exponen-
tially increasing fabrication costs of further 
down-scaling the lithographic processes in the 
top-down approach for device manufacturing. 
The latter approach already has led to atomic 
dimensions (the gate oxide thickness of the pres-
ently produced transistors of the 65 nm genera-
tion amounts to only 1.2 nm, i.e., about 4-5 
atomic layers!) and is bound to lead soon to 
fundamental physical limits. The rich variety of 
living structures that are all based on different 
combinations of a few molecular building 
blocks, i.e., amino acids, proves the usefulness 
and robustness of the bottom-up approach for 
producing complex structures. However, we are 
only beginning to understand how the mecha-
nisms of molecular recognition and self-
assembly could be exploited for actual device 
production. In order to investigate the molecular 
self-organisation, suitable model systems need 
to be found that allow studying the molecular 
interactions reproducibly and with high accu-
racy. Surface adsorbed molecules are an obvious 
choice. They are accessible to sophisticated sur-
face analysis tools such as scanning tunnelling 
microscopy (STM) as well as electron diffrac-
tion techniques, infrared and other optical spec-
troscopies. However, suitable substrates must be 
chosen that ensure that the molecule-molecule 
interactions are not completely masked by the 
interactions between the substrate and the mole-
cules. In this context, metal substrates or graph-
ite are often used as static checkerboards for the 
molecules. In particular in the latter case, the 
substrate induced perturbations of the molecular 
properties are minimal and the molecule seems 
to swim freely on the substrate, as illustrated in 
Fig. 1 for the case of adenine adsorbed on graph-
ite (0001) [1].  
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Fig. 1: Isosurfaces of the calculated total va-
lence charge density of adenine adsorbed on 
graphite(0001). The positions of the carbon 
atoms in the uppermost graphene sheet are indi-
cated.  

 

Results 

The adsorption of uracil on Si(001), investigated 
experimentally by STM and high-resolution 
electron energy-loss spectroscopy leads to what 
can be considered a prototypical interface be-
tween a polyfunctional organic molecule and a 
semiconductor surface. The (001) surface of 
silicon is the starting point for the fabrication of 
most microelectronic devices. Uracil is a small 
molecule featuring one C=C double bond, two 
N-H and two carbonyl groups and may thus 
bond to the surface in various ways. In addition, 
its tautomerism and electrostatic effects have 
been found to be important for the interface 
formation [2]. From accurate first-principles 
calculations [2], we find that the electronic 
properties of the uracil/Si(001) interface depend 
strongly on the details of the chemical bonding 
and adsorption geometry. Dative-bonded inter-
faces are characterised by a high density of 
states in the energy region of the fundamental 
gap and a very strong reduction of the ionisation 
energy. The formation of covalent bonds at the 
interface accompanied by a transfer of protons 
from the molecule to the semiconductor surface 
leads to an electronically passivated surface with 
an ionisation energy close to the value of the 
clean surface.   

The interaction of large and complex organic 
molecules with metal surfaces gives rise to fas-
cinating phenomena of molecular recognition 
and self-assembly that are basically not under-
stood. Already the interaction of single poly-
functional molecules with metal substrates raises 

a number of interesting questions. The complex 
interplay and mutual influence between the sur-
face-molecule bonds and intra-molecular bonds 
found already for simple hydrocarbons adsorbed 
on metals may be substantially enhanced by the 
existence of various functional groups.  Using 
the adsorption of adenine on Cu(110) as an ex-
ample, we have shown that at least in this case 
the interaction of a polyfunctional molecule with 
a metal substrate can seemingly be rationalised 
in a simple and intuitive picture [3]. Fig. 2 
shows that the charge density redistribution 
upon adenine adsorption on Cu(110) cannot be 
interpreted in terms of covalent interactions. 
However, the bonding can to a large extent be 
explained in terms of an attractive interaction 
due to image charges induced in the metal sub-
strate plus a repulsive contribution from the 
strain effects resulting from the molecular and 
substrate deformations.  

 
 

 

Fig. 2: Total charge density difference plot. 
Regions of electron accumulation/depletion are 
displayed in blue/red. Note that within the N-Cu 
bond center a charge depletion occurs, in con-
trast to the bevaviour typical for covalent bonds.  

 

It seems very likely that the combination of at-
tractive image forces with repulsive deformation 
energies is characteristic for many more organic 
molecules adsorbed on metal surfaces. Thus a 
weak bond does not imply a weak interaction, 
but a small resulting net energy gain. Due to the 
very weak, mainly dispersive, interactions be-
tween admolecules and substrate, molecular 
adsorption on inert surfaces provide an excellent 
model to probe single molecules and intermo-
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lecular interactions. On the other hand, the accu-
rate description of the molecule-substrate inter-
actions is particularly challenging in this case, 
because dispersive interactions have to be taken 
into account. Using a modified version of the 
London dispersion formula, we studied numeri-
cally the adsorption of adenine on graphite [1]. 
Remarkably, we found an attractive interaction 
not only from van-der-Waals forces, but also 
due to the lowering of the kinetic energy of the 
molecular valence electrons upon adsorption. 
Fig. 3 shows the calculated total-energy surface 
seen by adenine adsorbed on graphite, which 
was shown on the cover page of the Physical 
Review Letters. 

 

 

 
Fig. 3: Calculated potential energy surface as 
seen by adenine gliding on a graphite surface. 
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Abstract 

This is a short report on the paper "The Same 
PDE Code on Many Different Parallel Com-
puters" [1]. The idea was to run a complicated 
partial differential equation (PDE) solver code 
on many different supercomputers with the same 
theoretical peak performance and then to look 
for a formula that allows to extrapolate from the 
measurement of one computer for this code to an 
other computer by only measuring the vector 
triad of the other computer. 

 

The FDEM 

The FDEM (Finite Difference Element Method) 
program package [2] is a black-box solver for 
arbitrary nonlinear systems of elliptic and para-
bolic (eventually hyperbolic) PDEs developed at 
the University of Karlsruhe with a grant of the 
German Ministry of Research (BMBF). We 
select from the element list of an unstructured 
FEM mesh appropriate nodes and generate from 
these nodes difference formulas of arbitrary 

consistency order q. This is an unprecedented 
generalization of the finite difference method. 
For practical reasons we use only the orders q=2, 
4, 6. The unique property of FDEM is the com-
putation of the discretization error estimate from 
the difference of formulas of order q+2 and q. 
For arbitrary nonlinear systems of PDEs the 
differential operator is 

 

.0),,                                            

,,,,,,,,,,,,(     

=

≡

yzxzxy

zzyyxxzyxt

uuu

uuuuuuuuzyxtPPu

 

For a system of m PDEs u and Pu have m com-
ponents. The linearization with the Newton-
Raphson method and discretization including the 
error estimate leads to the error equation, part of 
which is the Newton correction. The FDEM 
code is efficiently parallelized with MPI. 

 

The computers 

We consider as a realistic case for the charac-
terization of a computer the vector triad with 
data from memory  

iiii dcba ∗+=        

That needs 3 loads and 1 store  per cycle and 
arithmetic unit, so it measures the memory 
bandwidth, for data from cache it measures the 
cache bandwidth, see [3].  Fig. 1 gives the char-
acteristics of the measured computers that were 
accessible to us until June 2001. For the com-
parison we want to have a computer with total 
theoretical peak performance of 24 000 
MFLOPS. Where we do not meet this value we 
give a correction factor for the measurements. 

 

The comparison 

The model problem were the Navier-Stokes 
equations in velocity-vorticity form, see[1], that 
contain the Reynolds number Re. For large 
value of Re the equations are critical. We intro-
duced forcing terms so that the exact solution is 
of sugar loaf form. The 2-D rectangular grid on 
a 4x1 domain  is 256x128 nodes, 64770 linear 
triangles and 98304 unknowns. Case 1 is for 
Re=1, here BICGstab2 converges, Case 2 is for 
Re=10 000, here we need full LU precondition-
ing with fill-in of the sparse matrix. Fig. 2 shows 
the results of the measurements. Although we 
have selected computers with the same theoreti-
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cal peak performance the performances are 
partly quite different. The reason is that the 
computers with best performance have a better 
relative memory bandwidth because this is the 
bottleneck. We had expected a superior per-
formance of the Hitachi because this computer 
has PVP, Pseudo Vector Processing that streams 
by prefetching data from memory  into the cache 
or into the registers, see [4].  However, the 
measurement  showed that this property of PVP 
does not improve performance because it does 
not increase the memory bandwidth. Also trans-
lation with COMPAS that combines 8 proces-
sors to a unit, gave a poorer performance. 

Fig. 1: Configurations, properties and mesure-

ments of the vector triad and communication for 
the investigated computers. 

 

 

 

 

Is there a simple model to extrapolate per-
formance?  

We made several attempts to find a model that 
allows from the measurement of one computer, 
in our case the IBM SP WinterHawk-2, to ex-
trapolate in the ratio of the vector triads the per-
formance of another computer. This succeeded 
only for the 4 computers with quite similar ar-
chitecture: IBM WinterHawk, Compaq, SGI and 
SUN and it failed for the other computers. This 
shows that not only the vector triad which is a 
measure of the memory bandwidth is decisive 
but also the complicated interplay of all compo-
nents of a parallel computer.  
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Abstract 

In this joint project of LRR-TUM, MTU Aero-
Engines, and DLR Institute for Jet Propulsion 
Technology, methods have been developed to 
increase scalability of parallel simulations that 
use mesh-based spatial structures. They have 
been implemented in a parallel CFD simulation 
program from DLR. Experimental results 
obatined on the Hitachi SR8000 and on clusters 
of workstations have shown significant im-
provement of load balancing. 

 

Mesh-based Simulations 

Many simulations that are used in digital proto-
typing or in scientific research solve systems of 
differential equations. Their solution requires  
discretization in space and time, i.e. the physical 
property of interest (e.g. pressure or temperature, 
subsequently referred to as Φ) is computed for 
certain points in time and space only. The points 
in space for which the equations are solved typi-
cally are given by a mesh.  

A common type of mesh are block-structured 
meshes as displayed in Fig. 1, which shows a 
straight duct, where the fluid enters from the left 
front side and leaves via the right back side.  
Space is divided into blocks that are hexaeders. 
The mesh can be refined in regions of interest by 
subdividing a block along the x, y, and/or z-
dimension, which results in replacing the block 
by multiple smaller blocks. The corners of the 
blocks are the points for which the governing 
equations will be solved. There are many differ-
ent algorithms to solve the discretized system of 
equations. They all have in common that the 
new Φ value at a given point is computed from 
its previous value and from the Φ values of its 
neigbors in the mesh. In some cases, even the 
neighbors of the neigbors are used in the compu-
tation. This process is repeated iteratively until 
convergence is achieved, i.e. the values change 
by less than a given threshold value. 

The front and back walls in Fig. 1 represent in- 
and outflow faces. The physical modeling para-
digm used in the CFD program by DLR requires 
that the inlet and the outlet face are not subdi-
vided along the y- and z-direction 

 

Parallel Execution 

A natural approach to parallel execution of the 
solver is to assign to each processor a set of 
neigboring mesh points for which it will solve 
the equations. This approach is referred to as the 
Single Program Multiple Data (SPMD) para-
digm, since all processors execute the same pro-
gram but work on different parts of the data. 

Parallel execution is most efficient if all proces-
sors have the same amount of work to do (pro-
vided all processors work at the same speed). In 
this case the load is balanced. Communication is 
minimized if the number of cut edges  is mini-
mized. A cut edge is an edge in the mesh that 
connects mesh points in different partitions. For 
each cut edge, the Φ values have to be commu-
nicated between the procesors.  

Finding a partitioning (i.e. an assignment of 
mesh points to processors)  that meets both re-
quirements requires an amount of time that 
grows exponentially with the number of mesh 
points. Exhaustive search for the optimal parti-
tioning therefore is not possible in practice.  
Instead, heuristic algorithms are used that are 
known to generate good, near-optimal mappings 
of mesh points to processors. 
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These algorithms fall into two categories, gaph 
matching and graph partitioning. Graph parti-
tioning algorithms generate partitions that have 
nearly the same size and that have a near-
minimal number of cut edges. Graph matchin 
algorithms start with a partial mapping and sub-
sequently map mesh points to 

 
Fig. 1: Block-structured grid (test  case) 

 

 

Fig. 2: Optimization for parallel execution 

processors in a way that minimizes a cost func-
tion. The definition of the cost function is more 
flexible than with graph partitioning methods. 
On a cluster of symmetric multiprocessors, 
nodes have multiple CPUs that have access to 
shared memory and a single network interface 
chip (NIC). Only one CPU at a time can com-
municate. 

Figure 2 illustrates the problem with an example 
workload. Block A takes five time units to com-
pute (green bar) and 15 time units to communi-
cate results (red bar).  

Block B requires 18 units for computation and 2 
units for communication, as displayed in the top 
part of the figure. We assume that the program 
computes all blocks first and then communicates 
results. The pseudo-code is given in the upper 
box on the right hand side of the figure. If blocks 
A and C are assigned to process P1 and B and D 
to P2, the load is almost perfectly balanced w.r.t. 
computation and communication time. The NIC 
will remain idle until A has computed all its 
blocks. When B has completed computation of 
its blocks, it has to wait for the NIC, which still  
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is busy communicating A's results. The total 
execution time is 34 time units. If we map A and 
D to P1 and B and C to P2, load balancing is 
also nearly perfect - each processor has a load of 
20 units computation time and communication 
time. However, P1 completes communication 
earlier. As a result, the total execution time is 
only 31 units. 

If we change the program as indicated in the 
second pseudo code box, we can overlap compu-
tation and communication. In this case, we only 
consider computation time for load distribution. 
On both processors, we proces the block with 
minimal computation time first so that commu-
nication can start as early as possible. This opti-
mization minimizes execution time to 26 units in 
our example. It will, however, be effective only 
if the message passing library actually supports 
asynchronous communication, which is not the 
case with all MPI implementations. 

 

Experimental Results 

Our experimental results have shown that the 
optimized partitioning on SMP nodes reduces 
the turnaround time by up to 50%. For load dis-
tribution among SMP nodes, we have used the 
graph partitioning tool Metis. For the mapping 
of mesh nodes to CPUs wihin an SMP node, we 
have developed and used a modified graph 
matching algorithm that avoids the “state explo-
sion” that makes pure graph matching very slow 
of large numbers of nodes. 
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Abstract 

Neurons in the primary visual cortex respond 
selectively for specific features of a visual 
stimulus such as the orientation of contours or 
their direction of movement. These response 
properties of neurons vary systematically across 
the cortical surface and are arranged in so-called 
neuronal maps for several types of selectivity, 
e.g. the orientation and direction preference 
maps. The maps are believed to develop during 
early life according to Hebbian learning 
processes sculpting the synaptic connections 
between the neurons. 

Recently, it was found that learning rules of 
synaptic connections in the primary visual 
cortex are dependent on the exact timing of the 
spiking activity of the corresponding pre- and 
postsynaptic neuron. To account for these timing 
effects, the term 'learning window' has been 
introduced describing the fact that synaptic 
coupling strength is only changed by a pre- and 

postsynaptic spike separation of less than about 
150 milliseconds. Moreover, the sign and 
amount of change is determined by the relative 
timing of the pre- and postsynaptic spikes. 

In this simulation study we investigated how the 
development of neuronal selectivities depends 
on the particular form of learning and on 
correlations in the spiking activity of 
neighbouring neurons. In a biologically detailed 
model of primary visual cortex we studied 
synaptic development through a learning 
window and its influences on the map-formation 
process. 

The simulations were particularly focused on the 
development of direction selectivity and its 
corresponding map. According to a hypothesis at 
the center of a current debate, a neuron's 
sensitivity to stimuli moving in a specific 
direction may be traced back to an asymmetric 
synaptic coupling pattern to its surrounding 
cells. By the large-scale computer simulations in 
this study we have tried to investigate and verify 
the asymmetry hypothesis by taking into account 
many biological details involving both the 
neurons in visual cortex and their underlying 
learning dynamics. Because modeling the map 
formation process implies the concurrent 
simulation of the activities of several thousands 
of neurons and their synaptic connections, the 
utilization of the Hitachi SR-8000 high-
performance parallel computer has allowed and 
substantially speed up the necessary simulations 
and lead to valuable insights from networks with 
a more realistic size, the data not being marred 
by boundary effects.  

 

Model Description 

As already stated, the learning process depends 
on the exact timing of spike events in the net-
work. Therefore, we implemented a stochastic 
spiking neuron model similar to the common 
integrate-and-fire models and especially opti-
mized for the simulation of large-scale neuronal 
networks. In this framework the state of a par-
ticular neuron is completely determined by its 
instantaneous membrane potential where inputs 
from other neurons of a certain circular 
neighbourhood within the two-dimensional 
model cortex are integrated. Figure 1 shows a 
schematic drawing of the interconnections be-
tween the two neuron populations that were 
simulated, .i.e., excitatory and inhibitory cells.  
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These provide, respectively, positive or negative 
inputs to the membrane potentials of receiving 
neurons. Spike trains of neurons are realized as 
inhomogeneous Poisson processes with the 
membrane potential serving as the rate function. 
Accordingly, the neuronal network shows spon-
taneous spiking activity even in the absence of 
external inputs (cf. Figure 2) - similar to what 
has been found in neurophysiological experi-
ments. 

 
Fig . 1 : One-dimensional schematic of the simu-
lated two-dimensional cortical network: Excita-
tory (pyramidal shape) and inhibitory neurons 
have been modelled separately, providing posi-
tive (red) or negative (blue) inputs to target cells 
via the recurrent connections within a certain 
neighbourhood. Periodic boundary conditions 
were applied. 

 
Fig . 3 : Asymmetric learning window showing 
which relative change in the synaptic coupling 
strength of two neurons is exerted by a temporal 
offset Δt between post- and pre-synaptic spike. 

 

Driven by both the intrinsic spontaneous activity 
and structured external inputs coming from the 
retina, the coupling strength between two synap-
tically connected neurons is changed according 
to a spike-timing dependent learning rule mod-
elled after physiological findings [1]. This im-
plies that only those pre- and postsynaptic spikes 
contribute significantly to changing the synaptic 

Fig . 2 : Dynamics of spontaneous activity in simulated visual cortex with a grid of 64x64 neurons 
for both the excitatory and inhibitory population. Middle panels: Blue dots represent inhibittory 
neuron activity, red denotes excitatory spikes. Top and bottom panels: Dynamics of membrane po-
tential in excitatory and inhibitory cells (elevated voltage levels shown in red, reduced levels in 
blue). Besides structured external inputs, correlated spontaneous activity can drive the synaptic 
development. 
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weight between two neurons that are separated 
less than approximately 150 milliseconds. Fur-
thermore, the change is facilitating or depressing 
depending on the temporal order of the spikes. 
Only if the presynaptic spike preceded the post-
synaptic spike, that is, the presynaptic neuron 
provided correctly timed input to its target that 
helped driving it to spiking, the connection is 
strengthened. Otherwise, the synapse is weak-
ened. This characteristic form of the learning 
rule motivated the term of an asymmetric ‘learn-
ing window’ (see Figure 3).  

In this way, the learning process encodes tempo-
ral causality into the synaptic coupling pattern 
between neighbouring neurons giving rise to 
spatially asymmetric weight profiles when learn-
ing has settled. This is especially important for 
the processing of spatiotemporally correlated 
activity as provided by moving stimuli in that a 
certain weight asymmetry of the inputs to a 
given neuron makes the neuron respond prefer-
entially to the stimulus direction that provides 
the strongest input. 

In our simulations we were also able to repro-
duce the typical arrangement of these direction 
response preferences in the form of direction 
selectivity maps as found in experiments ([2, 3], 
and Figure 4). 
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Fig . 4 : This series of snapshots depicts the temporal development of the direction preference map of the 
simulated cortex over a time span of 10^5 seconds simulated time, i.e., roughly one day real time. The 
colour maps represent the different preferred stimulus directions for each cortical grid position as shown 
by the arrows above the maps. 
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Abstract 

The inference of a "tree of life", representing the 
phylogenetic relationship of all currently known 
organisms, is supposed to be one of the "grand 
challenges" in Bioinformatics. Today the most 
important approach is the reconstruction of evo-
lutionary trees from molecular sequence infor-
mation of genes or proteins of the respective 
organisms. Given the large amount of available 
molecular sequence data and the high computa-
tional complexity of the problem, high end soft-
ware and hardware solutions have to be devel-
oped and applied in order to make the grade. In 
the KONWIHR-project “ParBaum”, high per-
formance computer applications for calculating 
huge phylogenetic trees of organisms from gene 
sequence information have been developed: 
RAxML is the currently fastest program for the 
highly efficient Maximum Likelihood based 
computational phylogenetic treeing of gene or 

protein sequence data. The parallel implementa-
tion of RAxML on the HLRB and various other 
high performance computers led to the fastest 
phylogenetic analysis system worldwide, on 
which phylogenetic trees comprising even 
10.000 organisms were calculated in a reason-
able time. This was a large step forward towards 
the final goal, to reconstruct a tree of almost 
35.000 organisms from a non redundant ssu-
rRNA gene sequence alignment. This tree shall 
serve as a comprehensive visual reference book 
of evolutionary relationships of organisms as 
well as a reference tree for the rapid molecular 
identification of microorganisms such as patho-
genic bacteria by additive phylogenetic analyses 
of sequences of their ssu-rRNA genes.  

 

From Gene Sequences to Phylogenetic Trees 

The inference of evolutionary relationships is of 
fundamental importance for understanding the 
biology of organisms. Recent years have wit-
nessed a dramatic increase of data and number 
of methods in this field. Since the awareness that 
information on the history of organism’s evolu-
tion is stored within the molecules of life, in 
particular the genes and proteins, the main activ-
ity in evolutionary biology and bioinformatics is 
to reconstruct trees of organisms by extracting 
the evolutionary information from protein or 
DNA sequences. Thereby, each organism is 
represented by the sequence information of a 
universal gene or protein or a set of it, only. The 
required sequence data can nowadays be easily 
determined by molecular biologists using stan-
dard methods. 

 

 
Fig. 1: 10.000 organisms tree with grouped 
terminal branches based on ssu-rRNA gene se-
quences 
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In our study each of the more than 10.000 organ-
isms was represented by a sequence of a single 
gene, the gene for the small subunit ribosomal 
RNA (ssu-rRNA). This gene is present in all 
known organisms and its sequence harbours rich 
information on the history of an organism’s evo-
lutionary relationship. For the tree reconstruc-
tion we used multiple sequence alignments 
(MSA) of the ssu-rRNA genes of different sizes 
as the input data. From a few hundreds up to ten 
thousand sequences were arranged in a suitable 
format for this purpose. The main problem and 
challenge with the reconstruction of phyloge-
netic trees of this size is the high computational 
complexity: The phylogenetic treeing problem is 
known to be NP-complete. The number of pos-
sible tree topologies (trees with differently ar-
ranged branches and leafs) increase dramatically 
with the increasing number of sequences or re-
spective organisms. For 51 sequences only there 
exist more tree topologies than atoms in the 
universe. This fact implicates that there is only 
one correct tree topology within a large forest 
which has to be found. 

 

Method for Tree Reconstruction 

Maximum Likelihood (ML) is the preferred 
criterion for reconstructing trees from molecular 
sequence data. ML-based methods allow for the 
evaluation of a tree’s quality once it has been 
built. A so-called likelihood-value is calculated, 
which indicates how probable a given tree to-
pology may have led to the given sequence 
alignment. A ML-based method is superior to 
other methods as it interprets the given data 
more precisely and allows an analysis under 
different assumptions (evolutionary models). 
Unfortunately the best treeing methods (the phy-
logenetic analysis methods based on maximum 
likelihood) include the most computing intensive 
calculations. Due to high computational com-
plexity and the NP-completeness of the treeing 
problem heuristics have to be applied – strate-
gies to reduce the search space and allow for 
finding the best tree without examining every 
possible tree topology. Nevertheless only very 
small trees of less than 500 sequences were in-
ferred in the past on standard computers. To 
calculate a gene tree of life in acceptable time, 
however, high end software applications on par-
allel supercomputers have to be applied.  

 

Solutions for the Inference of Large Evolu-
tionary Trees – Technical Optimization and 
Algorithmic Development 

Our work is based on a widely used heuristic 
implementation of the ML method, fastDNAml. 
The program starts with a random 3- branch 
(=sequence) starting tree. One sequence after the 
other is inserted as new branch at all possible 
positions. After every insertion step all new 
topologies are evaluated. The tree representing 
the highest likelihood value is optimised in its 
branches length and used for introducing the 
next sequence and its respective branch. In the 
first phase of the project we focused on technical 
optimization of the sequential code. A perform-
ance profile of the program identified the func-
tion for calculating the likelihood score of the 
tree to produce the highest load. Introducing a 
pre-analysis function of the input data together 
with a new data structure for efficient caching of 
commonly used intermediate data, the runtime 
of the program was reduced by 25 -65 percent 
depending on the sequence data analysed and the 
computer architecture used. The resulting pro-
gram was called AxML [1, 2]. 

By just technical optimisation the complexity of 
the method could not be reduced by orders of 
magnitudes necessary in order to calculate trees 
consisting of thousands of organisms. Therefore 
the development and implementation of new 
heuristics for the tree search took centre stage in 
the second project phase. 

We developed a two step algorithm and imple-
mented it in RAxML. This algorithm quickly 
creates an initial tree topology, which already 
includes all sequences to be analysed, using the 
faster but less accurate Maximum Parsimony 
method. In the second step the start tree is con-
tinuously optimised and thus the likelihood-
value of the tree maximized. The improvement 
of the tree’s likelihood-value is mainly achieved 
by changing the topology by shuffling the 
branches around within the tree using nearest 
neighbour interchange as well as subtree pruning 
and regrafting techniques. RAxML is the cur-
rently fastest and most accurate ML-based tree-
ing program, with a speedup of 10.000% com-
pared to initial fastDNAml. It allows the calcula-
tion of trees comprising up to 1000 organisms 
even on standard computers [2,3,5]. 
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Parallel implementation and performance 
evaluation 

We developed a simple master-worker based 
parallel version of AxML, called PAxML. Here, 
a master process builds the tree by stepwise ad-
dition and distributes the topologies of each 
insertion round to the workers. The workers 
processes evaluate the trees and report the re-
sults to the master. It selects the best topology, 
introduces the new branch and redistributes the 
topologies to the workers for evaluation. On the 
HLRB we experienced a runtime improvement 
of 26% to almost 30% over parallel fastDNAml 
depending on the alignment data, thereby. On a 
cluster of home computers the runtime im-
provement was even up to 70% [1]. 

A major breakthrough was achieved by a non-
deterministic parallel implementation of 
RAxML. A master distributes the full starting 
trees to the workers. In addition each worker 
receives a list of subtrees, for which he has to 
find the optimal position within the starting tree 
received. After each round of optimisations the 
workers communicate to the master the trees 
with the highest likelihood. The master process 
selects the best tree and redistributes it for fur-
ther optimisation. Performing parallel test runs 
on HLRB and the RRZE computer cluster we 
achieved very good, for some alignment data 
even superlinear speedups [3]. The high per-
formance measured motivated us to initiate re-
construction of a large phylogenetic tree. We 
succeeded in inferring the phylogeny from a 
multiple alignment with 10.000 ssu-rRNA gene 
sequences in one parallel program run within 
9500 CPU hours in total using 32-64 processors 
- the largest tree computed so far[4]. 

 

Future Perspectives 

Besides further technical and algorithmic op-
timisations, future work on RAxML will focus 
on parallelization strategies and the adaption of 
the program to different HPC architectures. 
Here, our research touches a hybrid multi-level 
parallel implementation on supercomputers like 
the new HLRB2 and other HPC environments 
like IBM BlueGene or the Cell Broadband En-
gine. The steadily increasing computational 
power of HPC systems together with a tailor-
made parallel RAxML implementation for these 
architectures will allow us to make a big step 
forward to our final goal, the reconstruction of a 
“Tree of Life”. 
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Abstract 

The electronic structure of DNA strands has 
recently received considerable attention due to 
appealing potential applications of DNA as a 
molecular wire. Furthermore increasing use of 
DNA strands is being made in nanotechnology 
as connectors and in the development of 
biochips. The difficulty of performing reliable 
and reproducible experiments calls for high level 
theoretical studies and simulations. However, 
until recently the calculations of DNA electronic 
properties were restricted to the study of small 
fragments, which did not include the solvation 
water and the counter-ions. 

In our project we have addressed the issue of the 
electronic properties of DNA by executing the 
first, state of the art electronic structure 
calculations on a full DNA including the solvent 
water and counter-ions. These studies lead us to 
an improved understanding of the electronic 
structure of DNA, and we have subsequently 
extended the studies to the conduction 
mechanism in DNA. The quantum problem in 
our simulations scheme is solved within density 
functional theory in the Car-Parrinello scheme, 
using a gradient corrected exchange-correlation 
functional and a plane wave basis set. In the last 
15 years this methodology has been applied 

successfully to investigation of structure, 
dynamical and electronic properties of a large 
variety of systems, including those of biological 
interest.  

 

Electronic structure of pure DNA 
Charge transfer processes in DNA play an im-
portant role in oxidative damage and possibly in 
related repairing mechanisms. Furthermore, if 
conductive, DNA could find applications in 
nanoelectronic devices. Even after a vast number 
of experiments has been performed, the details 
of the electronic structure of DNA still provides 
surprises, contradictory outcomes and its knowl-
edge turns out incomplete.  
Our goal is to provide an insight into important 
quantitative details of the DNA structure, its 
hydration and electronic structure, and 
conduction mechanism. In particular, the system 
we chose as the starting point, the decamer 
double strand d(GpCpGpCpGpCpGpCpGpCp), 
has been synthesized in the laboratory, and its 
crystalline structure has been determined 
recently [Figure 1]. The molecular formula is 
C228N96O144P24Na24H264*138(H2O). This Z-DNA 
crystal contains both the solution waters and 
counter-ions, and the infinitely repeated strand is 
a much better approximation to biological DNA 
than small fragments where boundary conditions 
dominate. 

 

Fig. 1: View of the three-dimensional structure 
of the Gua:Cyt decamer (a) along and (b) per-
pendicular to the c axis. Water molecules, 
counter-ions and hydrogens are omitted for 
clarity. The sugar-phosphate backbone is repre-
sented as ribbons. 
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Calculational method 

We have employed density functional theory to 
explicitly solve the electronic structure of the 
whole system. This makes the computational 
effort extremely demanding, and at the time of 
the project, when the Hitachi SR8000-F1 ar-
rived, it was by far the only machine available 
which could enable us to start the project. Our 
computational cell was hexagonal with lattice 
constants a = 18.08 Å and c = 43.10 Å. The core 
electrons were described by pseudopotentials, 
but still 1980 valence orbitals had to be treated 
explicitly. In total we had to propagate 
808.311.240 plane wave coefficient for the 
electronic degrees of freedom at each ionic time 
step. The starting configuration of the 
optimization procedure is the X-ray structure, 
complemented by an educated guess for the 
hydrogen atoms. We relaxed the atomic 
structure by simulated annealing method within 
the Car-Parrinello scheme. 

 

 
Fig. 2: Isosurface (in cyan) of the electron den-
sity manifold due to the 12 (a) highest occupied 
(valence band) and (b) lowest unoccupied (con-
duction band) electronic states. Whereas (a) is 
localised on the guanine base pairs, (b) is a 
charge transfer state on the Na+ counter-ions 
and PO4

- groups. 

 

Electronic structure of pure DNA 
The highest occupied molecular orbitals, show 
in Figure 2a), are formed by a manifold of 12 
orbitals of the guanine base [Gervasio et al, 
2002]. The band gap turned out to be 1.28 eV in 
our calculations, and even accounting for the 
systematic underestimation of this kind of 
calculations we expect the true gap to be not 
larger than 2 eV. This small value is explained 
by the lowest unoccupied molecular orbital in 
Figure 2b, which reside on the counter-ions and 

the backbone. Thus a reliable determination of 
the electronic structure of DNA demands for the 
inclusion of the counter-ions. 
The dipole moment of the water molecules 
ranges from 1.7 D inside the helix to 3.8 D in the 
water droplets. This variance makes it difficult if 
not even impossible to describe the structure 
without an explicitly polarisable water model, 
again demonstrating how important the 
electronic structure calculations are for an 
adequate description of such complicated 
systems. 
 

Charge localisation and hopping in DNA 

Motivated by these studies we have tackled the 
problem of the detailed charge transfer mecha-
nism along the axis of DNA. First we found that 
simply removing an electron to create a hole in 
the highest occupied molecular orbital was not 
sufficient to localise the hole, and we could also 
exclude distortion of the helix as a possible can-
didate. 

A more promising reaction scenario involves a 
double proton transfer shown in Figure 3 [Ger-
vasio et al, 2006]. We calculated a reaction bar-
rier for this phenomenon to be 9 kcal/mol (0.37 
eV; Fig. 3B). Once this reaction step has oc-
curred, the oxygen on the guanine becomes an 
acid pair, trapping a hole from elsewhere in the 
DNA and thus leading to charge transfer along 
the double helix. After this the hydrogen 1H is 
transferred back to the cytosine for the final 
state. 

For these studies we have used the QM/MM 
technique, where only the central part of the 
system is described with the electronic structure 
method and the surroundings with a classical 
potential field. This way we have been able to 
make molecular dynamics calculations feasible 
even for the 38-base pair B-DNA system 
d(5’ACGCACGTCGCATAATATTACGTGGGTA
TTATATTAGC-3’) [Boero et al, 2006]. 

 

Summary 

Using the Hitachi SR8000-F1 installed at Leib-
niz Rechenzentrum we were able to start a series 
of exhaustive but also very rewarding investiga-
tions of the electronic structure and the intrinsic 
conduction mechanism in DNA. The manifold 
of highest occupied molecular orbitals are local-
ised at the base pairs, and the inclusion of 
counter-ions and water molecules is essential in 
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order to describe the electronic structure relia-
bly. More recently we have managed to pinpoint 
the conduction of holes to occur via double hy-
drogen exchange, which allows the hole to hop 
and localise on a base along the double strand. 

 

 
Fig. 3: Mechanism for the charge transfer by 
localisation of a hole on a guanine base (on the 
right). A) 1. Initially the G has a neutral Wat-
son-Crick pair character, 2. the reaction initi-
ates with a double proton transfer, 3. the hole 
(radical cation) is transferred to the guanine 
and 4. the final state, where the hole is localised 
on the guanine and the oxygen of cytosine is a 
radical. B) Free-energy diagram for the double 
proton transfer reaction. The ionisation poten-
tials IP1 and IP2 have been calculated to verify 
the mechanism. 
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Abstract 

Quantum effects have to be considered for the 
study of many chemical phenomena: Tunneling 
increases the rate of chemical reactions when 
hydrogen atoms of protons are transferred. The 
course of photochemical reactions, i.e. chemical 
reactions resulting from interaction with light, is 
often determined by vibronic coupling due to 
conical intersections of excited electronic 
potential energy surfaces.  Zero point energy 
effects have a strong impact on the structure and 
dissociation dynamics of many van der Waals 
clusters. The quantum-mechanical simulation of 
chemical processes provide here theoretical in-
sight but are a challenging task since the compu-
tational costs increase dramatically with increas-
ing size of the molecules involved. Special com-

putational methods must therefore be developed 
and applied. 

Simulating the tunneling of a proton along a 
hydrogen bond within a single molecule, 
rigorous full quantum dynamics calculations for 
the tunneling splitting on malonaldehyde using 
all 21 internal degrees of freedom could be 
performed. For the calculation of the tunneling 
splitting we use two completely independent 
methodologies: the MCTDH method and the 
POITSE QMC based method. These two 
approaches are based on very distinct 
frameworks. The MCTDH method uses a time 
dependent basis set expansion approach while 
the POITSE uses a stochastic approach for the 
solution of the Schrödinger equation. Extensions 
to the calculation of tunneling splitting of 
excited vibrational states as well as the study of 
the impact of the use of linearized normal modes 
are planned.  

Prototypical examples of photoinduced reaction 
processes occuring on a femtosecond time scale 
are also studied. The photoisomerization of 
polyenes (like ethylene) and the photoionisation 
of ammonia are examples of a process which 
involve vibronic coupling, i.e. a strong coupling 
of nuclear (vibrational) and electronic motion. 
Electronic potential energy surfaces of these 
systems show concial intersections which can 
direct the course of the process. These potential 
energy surfaces have been constructed based on 
(ab initio) quantum chemcial calculations and 
quantum dynamical simulation including 6 
coordinates have been preformed. In these 
systems vibronic coupling strongly influences 
the dynamics.  

 

Tunnelling splitting in malonaldehyde 

The 9-atom malonaldehyde molecule (see Fig.1) 
is a popular system for the study of intra-
molecular proton transfer of the hydrogen atom 
involved in the strong intra-molecular hydrogen 
bond. The tunnelling of the proton between the 
two equivalent configurations induces a splitting 
of the vibrational levels which have been meas-
ured experimentally with high precision. From 
the theoretical point of view, the accurate deter-
mination of the tunnelling splitting for this sys-
tem with 21 internal degrees of freedom repre-
sents a challenge for quantum mechanical stud-
ies. The central result obtained in 2004 was the 
computation of an accurate quantum value for 
the ground tunnelling splitting of malonaldehyde 
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considering the 21 Cartesian normal modes and 
using a full dimensional potential energy surface 
published in 2001. To our knowledge this was 
the first rigorous full dimensional calculation 
studying tunnelling splittings in a molecule with 
more than a handful of atoms. 

 

         

 
                          

Fig.1: Two equivalent configurations of the 
malonaldehyde molecule (left, right) and the 
transition state geometry (centred) for the pro-
ton transfer reaction. Colour scheme: C=green, 
O=red, H=blue 

 

Two completely independent exact quantum 
methods have been used:  MCTDH and 
POITSE. The MCTDH calculation yields a 
value of 25 cm-1 with 10% accuracy and the 
POITSE calculation a value of 25.7±0.3 cm-1. 
We have recently determined the tunnelling for 
the deuterium isotope as being 3.21±0.1 cm-1.  
These theoretical values are respectively 20% 
and 10% above the experimental values of 21.6 
cm-1 for H and 2.9 cm-1 for D. 

 

Photo-ionization induced femtosecond dy-
namics of ammonia 

The photoelectron spectrum of ammonia (NH3) 
and the associated dynamics of the NH3

+ cation 
has been a topic of interest for decades. The 
cation is a typical example of vibronic coupling 
which means that coupling between the light 
electrons and the heavy atoms can not be ne-
glected anymore. For this typical pseudo Jahn-
Teller system, the three lowest electronic states 
and 6 nuclear coordinates participate the dynam-
ics induced by the photoionisation.  We have 
been able to build a full-dimensional anhar-
monic analytical representation of these three 
coupled electronic states of the cation based on 
high quality ab initio computations. The dynam-
ics after ionization has been investigated by 

means of time-dependent wave packet propaga-
tion making use of the MCTDH method to 
tackle this 6-dimensional problem. 

 

 

 
Fig. 2: Probabilities for the six coordinates (q1 
to q6, from top left to bottom right) as a function 
of time in femtoseconds after ionization to the 
excited state. a.u. have been used for the mass 
weighted normal modes qi. 

 

Fig.2 presents the time evolution up to 50 femto-
seconds of the probability densities for each of 
the six vibrational coordinates monitoring the 
evolution after ionization to the cation excited 
state. A quasiperiodic oscillatory motion along 
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the symmetric stretch q1 with a frequency of 12-
13 fs is rapidly damped due to intrinsic nonsepa-
rability of the potential surface. In about 20 fs, 
the molecule reaches planarity (q2=0). Spreading 
and damping are observed for the 4 asymmetric 
modes (q3 to q6).The photoelectron spectrum 
computed using the time evolution of the wave-
packet is in good agreement with the experimen-
tal spectrum. The low energy band presents a 
well resolved progression due to the umbrella 
inversion mode, while the high energy one is 
congested and no resolved progression can be 
identified which is typical of strong vibronic 
coupling. This coupling is responsible for a very 
rapid radiation-less decay of the excited state 
illustrated on Fig.3.  The evolution of the adia-
batic electronic populations shows the presence 
of three time scales in the system: i) a ultra-fast  
Jahn-Teller dynamics of the two excited states 
which occurs in 5 fs, ii) a 20 fs time scale for a 
incomplete internal conversion to the ground 
state, and iii) a more than 100 fs for the decay of 
the remaining excited state population. 

 

Fig.3: Adiabatic electronic populations as a 
function of time in fs. 

 

Photoinduced dynamics of ethylene 

This work constitutes the first step to better un-
derstand the photodynamics (and photoisomeri-
zation) of polyenes for which the dynamics near 
conical intersections should have a determinant 
effect. Within the project, important progress in 
the understanding of the photodynamics in eth-
ylene has been achieved. Similarly to the am-
monia cation case, non-adiabatic couplings play 
an important role in the dynamics. We proposed 
a 3-sheeted 6-dimensional potential energy sur-
face for the three lowest valence state of ethyl-

ene which includes the scissoring coordinates. 
The dynamics, studied by MCTDH based wave-
packet propagation demonstrates a relatively 
unimportant role of the pyramidalization coordi-
nate at very short time, contrary to previously 
thought, but it reveals the necessity to include 
the scissors in this reduced dimensionality study. 
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Abstract 

Heterogeneous catalysis is one of the key 
technologies in chemical industry. Due to the 
huge quantities produced the optimisation of the 
reaction conditions and catalyst materials is a 
highly rewarding goal. A systematic approach 
by understanding the microscopic mechanisms 
governing the reactivity can lead to rational 
"catalyst design". 

We use density-functional theory (DFT) to 
investigate the atomistic reaction mechanism 
and reactivity of surfaces of RuO2, a promising 
candidate for a catalyst material, at the atomic 
scale. DFT can provide the energy landscape 
along reaction paths and reaction rates without 
empirical parametres since the electronic 
structure is solved explicitly at each atomic 
configuration. Recently we have studied the 
properties of stoichiometric, reduced and 
oxidised RuO2(110) and RuO2(100) surfaces, 
and the oxidation reaction of carbon monoxide 
(CO) into carbon dioxide (CO2) on the Hitachi 
SR8000-F1 supercomputer installed at Leibniz-
Rechenzentrum (LRZ). The clean surface of 
metallic ruthenium is a poor catalyst for the CO 

oxidation reaction, yet ruthenium dioxide is an 
excellent catalyst. We have explained this to 
result from the undercoordinated atomic species 
at the surfaces of the oxide [Over et al, 2000. 
Science 287, 1474-1476]. These calculations 
yield support, explanations and inspiration for 
the experiments performed in the "model 
catalysis & surface chemistry" group at the 
Justus-Liebig-Universität Gießen. Our 
calculations provide the adsorption structures, 
reaction paths with energetics and entropic 
contributions with all the relevant structure and 
intermediate states of the reactions.  

 
Fig. 1 : The atomic structure using a ball-and-
sticks representation of the RuO2(110) surface, 
facing upwards. The blue and light green balls 
denote fully coordinated ruthenium and oxygen 
atoms. The red atoms denote the 1f-cus-Ru, sin-
gly undercoordinated ruthenium atoms, and the 
2-fold coordinated oxygen atoms  
are Obr. 

 

Surface chemistry of ruthenium dioxide 

Ruthenium dioxide (RuO2) grows in the rutile 
structure familiar from TiO2, but RuO2 is a 
metallic oxide. The catalytic activity of RuO2 
sets in at relatively low temperatures, leading 
potentially to massive savings in the energy 
requirements during the operation of the catalyst 
for air purification. 

Figure 1 shows the surface structure of RuO2 
(110), the most common surface orientation of 
ruthenium oxide. The stoichiometric surface 
exposes two kinds of coordinatively 
undercoordinated sites (cus), i.e. atoms at the 
surface with a coordination lower than in the 
bulk. This makes them highly reactive, and they 
are the candidates for the reaction steps to start 
from in the Langmuir-Hinshelwood reaction 
mechanism. The surface termination can be 
reduced by heating the surface or reacting the 
bridging oxygens Obr away, or oxidised with a 
surplus exposure in molecular oxygen, leading 
to singly-coordinated (or 2-fold 
undercoordinated) on-top oxygen Oot atoms. 
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Computational method 

We use DFT to solve the electronic structure 
explicitly in the calculation. This describes also 
the interaction of atoms with each other. In our 
case the inclusion of the electronic structure is 
particularly important, because in the course of 
the reactions covalent bonds are formed and 
broken. We expand the electronic orbitals in 
plane waves, and describe the core-valence in-
teraction either using pseudo potentials. For the 
exchange-correlation term we employ the gener-
alised gradient approximation (GGA). In order 
to investigate the surfaces the unit cell is re-
peated periodically along the surfaces, and vac-
uum is used to separate the neighbouring cells. 
This is the so-called slab geometry. 

 

 
Fig. 2: CO oxidation reaction mechanism on 
stoichiometric RuO2(110) surface. On the left 
the atomic the atomic geometry and on the right 
the experimental scanning tunnelling micro-
scope image of the surface before (initial) and 
after (final) the reaction. The removed bridging 
oxygen atoms appear as holes in the rows. The 
transition state shows the activation barrier. 

 

Adsorption and oxidation of carbon monox-
ide 

Carbon monoxide adsorbs on the stoichiometric 
RuO2(110) and RuO2(100) surfaces at the 1f-
cus-Ru sites. It can then react with the 2f-oxygen 
Obr in the bridging rows. The energy change, or 

potential energy surface, as a function of the 
forced distance between the carbon and the re-
acting oxygen on RuO2(110) is shown in Figure 
3. Behind the reaction barrier (distances smaller 
than at the transition state in our case) the energy 
decreases monotonously, forming carbon diox-
ide, which then desorbs at the experimental tem-
peratures. The energy barrier for this reaction is 
0.70 eV; this value is 50 % lower than on the 
metallic Ru(0001) surface, explaining the higher 
reactivity of the oxide. From the analysis of the 
components of the activation we have concluded 
the lower barrier to result from a lower energy 
required to activate the oxygen.  

 

 

 
Fig. 3: Energy along the reaction path shown in 
Figure 2. The reaction coordinate is the distance 
between the carbon of CO and the reaction Obr. 

 

 

 

 
Fig. 4: Density difference of the self-consistent 
minus the atomic densities on RuO2(100) sur-
face. The 1f-cus-Ru atom shows a “dangling 
bond”, i.e. a magnified lobe of reduced density 
pointing above the surface. 
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After this reaction the surface is reduced, unless 
further oxygen is provided to the surface. We 
have studied the subsequent adsorption and oxi-
dation reactions of CO on the surface. First CO 
adsorbs on the bridging 2f-cus-Ru sites left 
empty by the reacted Obr. From there it can react 
with the neighbouring Obr. Finally, CO covers 
all the bridging sites, and they can be reacted 
away by on-top oxygen (cf. Over et al, 2002). 

On RuO2(100) the reaction mechanism is very 
similar, as the surface termination provides simi-
lar undercoordinated sites as on RuO2(110). As 
example of the reactive site on the surface we 
show the density difference at RuO2(100) in 
Figure 4, showing the dangling bond at the 1f-
cus-Ru atom. 

 

Conclusions 

The computing time provided by the Hitachi 
SR8000-F1 has enabled us to study the atomic 
and electronic structure, and chemical reactions 
on the ruthenium dioxide (110) and (100) sur-
faces. The assignment of species seen in core 
level spectroscopy and in scanning tunnelling 
microscopy requires quantification from the 
theoretical calculations. This insight let us sup-
port and sometimes also predict the experiments 
performed in close collaboration with the theo-
retical calculations. 

We conclude the high activity of ruthenium di-
oxide compared to the surfaces of clean Ru 
metal to originate from the weaker bonding of 
the oxygen to the surface. Thus the reactivity of 
the ruthenium oxide surfaces is dictated by the 
undercoordinated surface sites. 
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Abstract 

Modern density functional (DF) methods as 
implemented in the parallel program 
PARAGAUSS have been applied to determine 
the geometric and the electronic structure of 
complex chemical systems. The studies focused 
on transition metal species at oxide surfaces, 
problems of heterogeneous catalysis, and the 
chemistry of actinide complexes in solution and 
at mineral surfaces. In this report we discuss 
aspects of chemical complexity beyond the pure 

size of a molecular system and how they affect 
the computational requirements of such 
modeling. Examples will be drawn from our 
recent work, carried out on the Hitachi SR8000 
at the Leibniz Rechenzentrum München 

 

Complexity in Chemistry 

Envisaging complexity in chemistry, one com-
monly thinks of large and complicated mole-
cules of biochemistry, like enzymes or DNA, or 
composite materials in technology or more in-
volved classes of minerals. This notion is mainly 
concerned with compositional and structural 
complexity of materials or pure size of mole-
cules. Another important example of chemical 
complexity are systems comprising a variety of 
molecules and reactions that are taking place 
between them. Again such systems are common 
in biochemistry, like the chemistry of cells, but 
also in the geosphere, e.g. in soils or in the 
weathering zone of rocks.  

 

 
Fig . 1 :  Cluster model of a Cu4 particle ad-
sorbed at an oxygen vacancy at the MgO(001) 
surface. 

 

Heterogeneous catalysis provides many techno-
logically important examples. In addition to the 
catalytically active material, such systems com-
prise a support as well as a mixture of reactants, 
intermediate species, and products. The interac-
tion of all these components leads to a complex 
chemical system, structurally as well as with 
respect to reaction paths and dynamics. Another 
class of complex chemical systems, often over-
looked, are molecules or materials including 
heavy transition metal or actinide elements. 
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Here, the complexity results from many chemi-
cally “active” electrons in the valence shell. This 
leads to an increased chemical variability of 
these elements, which is manifest in several 
accessible oxidation states, many close lying 
electronic states, magnetic phenomena, complex 
spectral signatures, and other peculiarities. 
Computational modelling of compounds of such 
elements, with emphasis on heterogeneous ca-
talysis and environmental chemistry, was a focus 
area of our project. However, biophysical prob-
lems have also been treated. 

 

Computational approaches to electronically 
complex chemical systems 

Many properties of elementary chemical systems 
like hydrocarbons, which are mainly determined 
by covalent bonding, can nowadays be accu-
rately calculated with readily available methods. 
The computational effort increases with molecu-
lar size, but even species with 100 (light) atoms 
can reliably be treated on a PC. This is different 
for systems involving heavy elements. 

First of all, heavy element compounds are more 
cumbersome due to the large number of elec-
trons. Their properties often depend crucially on 
“correlation” effects in the electron-electron 
interaction. An accurate treatment of electron 
correlation, particularly important for elements 
with many valence electrons like transition met-
als and actinides, considerably increases the 
computational effort. Starting from the second 
row of transition metals, also relativistic effects 
become noticeable as electrons close to the 
atomic nucleus move sufficiently fast. Thus, the 
common quantum mechanical approach based 
on the Schrödinger equation has to be replaced 
by many-electron methods based on the funda-
mental equation of relativistic quantum mechan-
ics, the Dirac equation. We developed such 
methods in the framework of density functional 
theory. At such a level, small molecules with 
one or two heavy atoms still can be treated on a 
PC, more involved systems of current interest 
require high-performance computing facilities. 
These are nowadays not provided by fast proces-
sors, but mainly by  large ensembles of proces-
sors.  

An efficient use of this architectures implies a 
suitable partitioning of the problem and parallel 
solution of many tasks. The following examples 
will provide an impression of typical problems 
in modern computational chemistry. They have 

been computed with our density functional soft-
ware ParaGauss for parallel computers at the 
Hitachi SR8000 of Leibniz Rechenzentrum 
München  

 

Examples: Heterogeneous Catalysts and Ac-
tinide Complexes in the Environment 

Small transition metal clusters, i. e. particles 
consisting of few atoms up to the size of a sev-
eral nanometers, are of special interest due to 
their catalytic abilities. As these particles are 
very reactive, they are stabilized at a solid sup-
port. Computational modeling of heterogeneous 
catalysis involves the particles itself, their bind-
ing to the support (often an oxide), as well as the 
interaction with reactants, intermediate species 
and products. Thus, a complex chemical system 
with many mutually interacting components has 
to be modeled. One strategy for describing a 
single metal particle deposited on a substrate 
treats the particle and its intimate surrounding at 
an accurate quantum mechanical level (Fig. 1) 
while the distant environment of the substrate 
surface is represented by a more approximate 
method. For such an “embedding” of a quantum 
mechanical system, we developed an approach 
where distant surface regions are treated as elas-
tically deformable solid, composed of polariz-
able ions. This type of modeling of the environ-
ment of the particle of chemical interest ac-
counts for the effect of the long-range electro-
static fields present at oxide surfaces and admits 
a relaxation of the substrate in response to the 
interaction with the metal particle. With such 
models, we calculated the interaction of transi-
tion metal atoms and small particles with well 
ordered as well as defective oxide surfaces. In 
agreement with experiment we were able to 
show that metal particles bind preferentially to 
oxygen vacancies. The chemical properties of 
small supported clusters are affected by the sub-
strate and vary considerably with particle size. 
In this way, one can also describe their growth 
mechanism at oxide surfaces. 

Another active area of our research is the com-
putational modeling of actinide complexation in 
solution. The study of the complexation of acti-
nide ions by various inorganic and organic spe-
cies present in natural waters or at mineral sur-
faces is crucial in environmental chemistry to 
understand the chemical state as well as the dis-
tribution of actinides in nature. It is not suffi-
cient to calculate the interaction with complex-
ing ligands, like carbonates, hydroxides or vari-
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ous functional groups present in natural organic 
matter; one has to treat also the interaction with 
water molecules of the solvation environment. 
As water molecules of the first shell around an 
actinide ion interact chemically like other 
ligands, they have to be treated explicitly and 
quantum mechanically. More distant water 
molecules can be represented at a simpler level, 
e.g. using a force field. To account for long-
range polarization of the solution, the complex 
together with explicitly treated water molecules 
is immersed in a polarizable continuum model 
which reacts to changes of structure and charge 
distribution in the complex. With such a model-
ing, we studied complexes of uranyl UO2

2+ with 
small organic acids and alcohols. These ligands 
also serve as models of functional groups of 
larger natural organic species like humic sub-
stances. Our calculations of bond distances in 
these complexes lead to a new interpretation of 
previous structure determinations by X-ray ab-
sorption fine structure. Spectroscopically ob-
served changes of distances between uranyl and 
its ligands have previously been assigned to 
different complex shapes. Our calculations 
showed that the number of ligands of a uranyl 
ion is more important. As consequence, we were 
able to rationalize also experimental results for 
geometrical parameters of uranyl complexes 
with humic acids.  

 

Links 

http://www.theochem.tu-muenchen.de 
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Abstract 

The Car-Parrinello Molecular-Dynamics method 
was applied to study structures and properties of 
vanadium complexes. For a peroxo-imidazol 
complex, a biomimetic model for 
haloperoxidases, a plausible catalytic cycle for 
olefin epoxidation was  studied computationally. 
Several intermediates in this cycle have been 
characterized computationally, both in the gas 
phase and in aqueous solution, and the rate-
limiting step has been identified. In order to 
obtain a better reference value for 51V NMR 
chemical shift computations, the standard, 
VOCl3, which had only been computed in the 
gas phase so far, was modeled as the neat liquid 
used in the experiments.  

Introduction 

Vanadium-dependent haloperoxidases are a 
class of enzymes used by marine organisms to 
oxidize chloride or bromide into ClO  or BrO  
ions, which are then employed for subsequent 
functionalization of various substrates. In vitro, 
these enzymes also catalyze other oxygen-
transfer reactions, making them potentially in-
teresting for synthetic purposes. 

The imidazole-containing peroxo complex 1 (see 
left-hand side of Fig. 1) had been proposed as a 
structural model for these peroxidases, as it con-
tains a similar ligand environment about vana-
dium. We have become interested to probe with 
computational methods if compounds derived 
from 1 could also be functional enzyme models, 
that is, if they could be used as oxygen-transfer 
catalysts. As an attractive synthetic application 
we investigated their potential use in olefin ep-
oxidation with the “green” (environmentally 
benign) oxidant H2O2. We also computed the 
principal characteristic of a particularly useful 
spectroscopic method, 51V NMR spectroscopy, 
and the potential use of its key parameter to 
identify potent catalysts. 

 

Results 

We have computed several possible catalytic 
cycles with the modern tools of density func-
tional theory (DFT), and have identified oxygen 
transfer from the catalyst 1 to the model sub-
strate ethylene as the rate-determining step (that 
is, the one with the highest activation barrier), 
see right-hand side of Fig. 1 for a plot of the 
corresponding transition state (Bühl 2004a). 
When probing computationally how this barrier 
can be tuned by replacing the imidazole ligand 
with other N-donors, it turned out that deproto-
nation of that ligand at the free NH group should 
be particularly beneficial. An increase of the 
catalytic activity is also predicted when this NH 
moiety is involved in a strong hydrogen bridge, 
for instance to a carboxylate group. Interest-
ingly, such a structural motif is also found in the 
native enzyme, and may thus be instrumental for 
its activity. 

According to DFT-based molecular dynamics 
simulations, the imidazole group in 1 is quite 
flexible and can show large torsional amplitudes 
or even free rotation about the V-N bond. This 
can have a noticeable effect on the computed 51V 
chemical shift, a key NMR spectroscopic pa-
rameter of this species. An even stronger impact 
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on this property is exerted by the V-N distance, 
which is indicated to decrease significantly upon 
going from the gas phase into aqueous solution. 

 

V

O

O O
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-

N
NH

1

 
 

Fig . 1 : Left: Schematic structure of complex 1; 
right: Transition state for ethylene epoxidation, 
as obtained from density functional computa-
tions. 

A small systematic error is apparent for the theo-
retical 51V chemical shifts when they are refer-
enced to gaseous VOCl3, a deviation that is not 
improved when the latter compound is modeled 
as the bulk liquid (Bühl 2004b) that is used ex-
perimentally. 

 

Conclusions 

We have presented computational evidence that 
complexes derived from model compound 1 
could be functional mimics of haloperoxidases, 
that is, they could be active catalysts for oxygen-
transfer reactions such as olefin epoxidation. 
These predictions can be tested experimentally. 
Conceptually, the combination of molecular 
dynamics simulations and NMR chemical shift 
calculations presents itself as a promising com-
putational tool to study structures and properties 
of transition metal complexes under realistic 
conditions, that is, at ambient temperature and in 
solution. 
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Polyoxometallates 
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